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Methodological quality (risk of bias)
assessment tools for primary and
secondary medical studies: what are they
and which is better?
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Abstract

Methodological quality (risk of bias) assessment is an important step before study initiation usage. Therefore,
accurately judging study type is the first priority, and the choosing proper tool is also important. In this review, we
introduced methodological quality assessment tools for randomized controlled trial (including individual and
cluster), animal study, non-randomized interventional studies (including follow-up study, controlled before-and-after
study, before-after/ pre-post study, uncontrolled longitudinal study, interrupted time series study), cohort study,
case-control study, cross-sectional study (including analytical and descriptive), observational case series and case
reports, comparative effectiveness research, diagnostic study, health economic evaluation, prediction study
(including predictor finding study, prediction model impact study, prognostic prediction model study), qualitative
study, outcome measurement instruments (including patient - reported outcome measure development, content
validity, structural validity, internal consistency, cross-cultural validity/ measurement invariance, reliability,
measurement error, criterion validity, hypotheses testing for construct validity, and responsiveness), systematic
review and meta-analysis, and clinical practice guideline. The readers of our review can distinguish the types of
medical studies and choose appropriate tools. In one word, comprehensively mastering relevant knowledge and
implementing more practices are basic requirements for correctly assessing the methodological quality.

Keywords: Methodological quality, Risk of bias, Quality assessment, Critical appraisal, Methodology checklist,
Appraisal tool, Observational study, Qualitative study, Interventional study, Outcome measurement instrument

Background
In the twentieth century, pioneering works by distin-
guished professors Cochrane A [1], Guyatt GH [2], and
Chalmers IG [3] have led us to the evidence-based medi-
cine (EBM) era. In this era, how to search, critically ap-
praise, and use the best evidence is important.
Moreover, systematic review and meta-analysis is the
most used tool for summarizing primary data scientific-
ally [4–6] and also the basic for developing clinical prac-
tice guideline according to the Institute of Medicine

(IOM) [7]. Hence, to perform a systematic review and/
or meta-analysis, assessing the methodological quality of
based primary studies is important; naturally, it would
be key to assess its own methodological quality before
usage. Quality includes internal and external validity,
while methodological quality usually refers to internal
validity [8, 9]. Internal validity is also recommended as
“risk of bias (RoB)” by the Cochrane Collaboration [9].
There are three types of tools: scales, checklists, and

items [10, 11]. In 2015, Zeng et al. [11] investigated
methodological quality tools for randomized controlled
trial (RCT), non-randomized clinical intervention study,
cohort study, case-control study, cross-sectional study,
case series, diagnostic accuracy study which also called
“diagnostic test accuracy (DTA)”, animal study, system-
atic review and meta-analysis, and clinical practice
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guideline (CPG). From then on, some changes might
generate in pre-existing tools, and new tools might also
emerge; moreover, the research method has also been
developed in recent years. Hence, it is necessary to sys-
tematically investigate commonly-used tools for asses-
sing methodological quality, especially those for
economic evaluation, clinical prediction rule/model, and
qualitative study. Therefore, this narrative review pre-
sented related methodological quality (including “RoB”)
assessment tools for primary and secondary medical
studies up to December 2019, and Table 1 presents their
basic characterizes. We hope this review can help the
producers, users, and researchers of evidence.

Tools for intervention studies
Randomized controlled trial (individual or cluster)
The first RCT was designed by Hill BA (1897–1991) and
became the “gold standard” for experimental study de-
sign [12, 13] up to now. Nowadays, the Cochrane risk of
bias tool for randomized trials (which was introduced in
2008 and edited on March 20, 2011) is the most com-
monly recommended tool for RCT [9, 14], which is
called “RoB”. On August 22, 2019 (which was introduced
in 2016), the revised revision for this tool to assess RoB
in randomized trials (RoB 2.0) was published [15]. The
RoB 2.0 tool is suitable for individually-randomized,
parallel-group, and cluster- randomized trials, which can
be found in the dedicated website https://www.riskof-
bias.info/welcome/rob-2-0-tool. The RoB 2.0 tool con-
sists of five bias domains and shows major changes
when compared to the original Cochrane RoB tool
(Table S1A-B presents major items of both versions).
The Physiotherapy Evidence Database (PEDro) scale is

a specialized methodological assessment tool for RCT in
physiotherapy [16, 17] and can be found in http://www.
pedro.org.au/english/downloads/pedro-scale/, covering
11 items (Table S1C). The Effective Practice and Organ-
isation of Care (EPOC) Group is a Cochrane Review
Group who also developed a tool (called as “EPOC RoB
Tool”) for complex interventions randomized trials. This
tool has 9 items (Table S1D) and can be found in
https://epoc.cochrane.org/resources/epoc-resources-re-
view-authors. The Critical Appraisal Skills Programme
(CASP) is a part of the Oxford Centre for Triple Value
Healthcare Ltd. (3 V) portfolio, which provides resources
and learning and development opportunities to support
the development of critical appraisal skills in the UK
(http://www.casp-uk.net/) [18–20]. The CASP checklist
for RCT consists of three sections involving 11 items
(Table S1E). The National Institutes of Health (NIH)
also develops quality assessment tools for controlled
intervention study (Table S1F) to assess methodological
quality of RCT (https://www.nhlbi.nih.gov/health-topics/
study-quality-assessment-tools).

The Joanna Briggs Institute (JBI) is an independent,
international, not-for-profit researching and develop-
ment organization based in the Faculty of Health and
Medical Sciences at the University of Adelaide, South
Australia (https://joannabriggs.org/). Hence, it also de-
velops many critical appraisal checklists involving the
feasibility, appropriateness, meaningfulness and effective-
ness of healthcare interventions. Table S1G presents the
JBI Critical appraisal checklist for RCT, which includes
13 items.
The Scottish Intercollegiate Guidelines Network (SIGN)

was established in 1993 (https://www.sign.ac.uk/). Its ob-
jective is to improve the quality of health care for patients
in Scotland via reducing variations in practices and out-
comes, through developing and disseminating national clin-
ical guidelines containing recommendations for effective
practice based on current evidence. Hence, it also develops
many critical appraisal checklists for assessing methodo-
logical quality of different study types, including RCT
(Table S1H).
In addition, the Jadad Scale [21], Modified Jadad Scale

[22, 23], Delphi List [24], Chalmers Scale [25], National
Institute for Clinical Excellence (NICE) methodology
checklist [11], Downs & Black checklist [26], and other
tools summarized by West et al. in 2002 [27] are not
commonly used or recommended nowadays.

Animal study
Before starting clinical trials, the safety and effectiveness
of new drugs are usually tested in animal models [28], so
animal study is considered as preclinical research, pos-
sessing important significance [29, 30]. Likewise, the
methodological quality of animal study also needs to be
assessed [30]. In 1999, the initial “Stroke Therapy Aca-
demic Industry Roundtable (STAIR)” recommended
their criteria for assessing the quality of stroke animal
studies [31] and this tool is also called “STAIR”. In 2009,
the STAIR Group updated their criteria and developed
“Recommendations for Ensuring Good Scientific
Inquiry” [32]. Besides, Macleod et al. [33] proposed a 10-
point tool based on STAIR to assess methodological
quality of animal study in 2004, which is also called
“CAMARADES (The Collaborative Approach to Meta-
Analysis and Review of Animal Data from Experimental
Studies)”; with “S” presenting “Stroke” at that time and
now standing for “Studies” (http://www.camarades.info/
). In CAMARADES tool, every item could reach a high-
est score of one point and the total score for this tool
could achieve 10 points (Table S1J).
In 2008, the Systematic Review Center for Laboratory

animal Experimentation (SYRCLE) was established in
Netherlands and this team developed and released an
RoB tool for animal intervention studies - SYRCLE’s
RoB tool in 2014, based on the original Cochrane RoB
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Tool [34]. This new tool contained 10 items which had
become the most recommended tool for assessing the
methodological quality of animal intervention studies
(Table S1I).

Non-randomised studies
In clinical research, RCT is not always feasible [35];
therefore, non-randomized design remains considerable.
In non-randomised study (also called quasi-experimental
studies), investigators control the allocation of partici-
pants into groups, but do not attempt to adopt random-
ized operation [36], including follow-up study.
According to with or without comparison, non-
randomized clinical intervention study can be divided
into comparative and non-comparative sub-types, the
Risk Of Bias In Non-randomised Studies - of Interven-
tions (ROBINS-I) tool [37] is the preferentially recom-
mended tool. This tool is developed to evaluate risk of
bias in estimating comparative effectiveness (harm or
benefit) of interventions in studies not adopting
randomization in allocating units (individuals or clusters
of individuals) into comparison groups. Besides, the JBI
critical appraisal checklist for quasi-experimental studies
(non-randomized experimental studies) is also suitable,
which includes 9 items. Moreover, the methodological
index for non-randomized studies (MINORS) [38] tool
can also be used, which contains a total of 12 methodo-
logical points; the first 8 items could be applied for both
non-comparative and comparative studies, while the last
4 items appropriate for studies with two or more groups.
Every item is scored from 0 to 2, and the total scores
over 16 or 24 give an overall quality score. Table S1K-L-
M presented the major items of these three tools.
Non-randomized study with a separate control group

could also be called clinical controlled trial or controlled
before-and-after study. For this design type, the EPOC
RoB tool is suitable (see Table S1D). When using this
tool, the “random sequence generation” and “allocation
concealment” should be scored as “High risk”, while
grading for other items could be the same as that for
randomized trial.
Non-randomized study without a separate control

group could be a before-after (Pre-Post) study, a case
series (uncontrolled longitudinal study), or an inter-
rupted time series study. A case series is described a
series of individuals, who usually receive the same inter-
vention, and contains non control group [9]. There are
several tools for assessing the methodological quality of
case series study. The latest one was developed by Moga
C et al. [39] in 2012 using a modified Delphi technique,
which was developed by the Canada Institute of Health
Economics (IHE); hence, it is also called “IHE Quality
Appraisal Tool” (Table S1N). Moreover, NIH also de-
velops a quality assessment tool for case series study,

including 9 items (Table S1O). For interrupted time
series studies, the “EPOC RoB tool for interrupted time
series studies” is recommended (Table S1P). For the
before-after study, we recommend the NIH quality as-
sessment tool for before-after (Pre-Post) study without
control group (Table S1Q).
In addition, for non-randomized intervention study,

the Reisch tool (Check List for Assessing Therapeutic
Studies) [11, 40], Downs & Black checklist [26], and
other tools summarized by Deeks et al. [36] are not
commonly used or recommended nowadays.

Tools for observational studies and diagnostic
study
Observational studies include cohort study, case-control
study, cross-sectional study, case series, case reports, and
comparative effectiveness research [41], and can be di-
vided into analytical and descriptive studies [42].

Cohort study
Cohort study includes prospective cohort study, retro-
spective cohort study, and ambidirectional cohort study
[43]. There are some tools for assessing the quality of
cohort study, such as the CASP cohort study checklist
(Table S2A), SIGN critical appraisal checklists for cohort
study (Table S2B), NIH quality assessment tool for ob-
servational cohort and cross-sectional studies (Table
S2C), Newcastle-Ottawa Scale (NOS; Table S2D) for co-
hort study, and JBI critical appraisal checklist for cohort
study (Table S2E). However, the Downs & Black check-
list [26] and the NICE methodology checklist for cohort
study [11] are not commonly used or recommended
nowadays.
The NOS [44, 45] came from an ongoing collaboration

between the Universities of Newcastle, Australia and
Ottawa, Canada. Among all above mentioned tools, the
NOS is the most commonly used tool nowadays which
also allows to be modified based on a special subject.

Case-control study
Case-control study selects participants based on the
presence of a specific disease or condition, and seeks
earlier exposures that may lead to the disease or out-
come [42]. It has an advantage over cohort study, that is
the issue of “drop out” or “loss in follow up” of partici-
pants as seen in cohort study would not arise in such
study. Nowadays, there are some acceptable tools for
assessing the methodological quality of case-control
study, including CASP case-control study checklist
(Table S2F), SIGN critical appraisal checklists for case-
control study (Table S2G), NIH quality assessment tool
of case-control study (Table S2H), JBI critical appraisal
checklist for case-control study (Table S2I), and the
NOS for case-control study (Table S2J). Among them,
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the NOS for case-control study is also the most fre-
quently used tool nowadays and allows to be modified
by users.
In addition, the Downs & Black checklist [26] and the

NICE methodology checklist for case-control study [11]
are also not commonly used or recommended nowadays.

Cross-sectional study (analytical or descriptive)
Cross-sectional study is used to provide a snapshot of a
disease and other variables in a defined population at a
time point. It can be divided into analytical and purely
descriptive types. Descriptive cross-sectional study
merely describes the number of cases or events in a par-
ticular population at a time point or during a period of
time; whereas analytic cross-sectional study can be used
to infer relationships between a disease and other vari-
ables [46].
For assessing the quality of analytical cross-sectional

study, the NIH quality assessment tool for observational
cohort and cross-sectional studies (Table S2C), JBI crit-
ical appraisal checklist for analytical cross-sectional
study (Table S2K), and the Appraisal tool for Cross-
Sectional Studies (AXIS tool; Table S2L) [47] are recom-
mended tools. The AXIS tool is a critical appraisal tool
that addresses study design and reporting quality as well
as the risk of bias in cross-sectional study, which was de-
veloped in 2016 and contains 20 items. Among these
three tools, the JBI checklist is the most preferred one.
Purely descriptive cross-sectional study is usually used

to measure disease prevalence and incidence. Hence, the
critical appraisal tool for analytic cross-sectional study is
not proper for the assessment. Only few quality assess-
ment tools are suitable for descriptive cross-sectional
study, like the JBI critical appraisal checklist for studies
reporting prevalence data [48] (Table S2M), Agency for
Healthcare Research and Quality (AHRQ) methodology
checklist for assessing the quality of cross-sectional/
prevalence study (Table S2N), and Crombie’s items for
assessing the quality of cross-sectional study [49] (Table
S2O). Among them, the JBI tool is the newest.

Case series and case reports
Unlike above mentioned interventional case series, case
reports and case series are used to report novel occur-
rences of a disease or a unique finding [50]. Hence, they
belong to descriptive studies. There is only one tool –
the JBI critical appraisal checklist for case reports (Table
S2P).

Comparative effectiveness research
Comparative effectiveness research (CER) compares
real-world outcomes [51] resulting from alternative
treatment options that are available for a given medical
condition. Its key elements include the study of

effectiveness (effect in the real world), rather than effi-
cacy (ideal effect), and the comparisons among alterna-
tive strategies [52]. In 2010, the Good Research for
Comparative Effectiveness (GRACE) Initiative was estab-
lished and developed principles to help healthcare pro-
viders, researchers, journal readers, and editors evaluate
inherent quality for observational research studies of
comparative effectiveness [41]. And in 2016, a validated
assessment tool – the GRACE Checklist v5.0 (Table
S2Q) was released for assessing the quality of CER.

Diagnostic study
Diagnostic tests, also called “Diagnostic Test Accuracy
(DTA)”, are used by clinicians to identify whether a con-
dition exists in a patient or not, so as to develop an ap-
propriate treatment plan [53]. DTA has several unique
features in terms of its design which differ from standard
intervention and observational evaluations. In 2003,
Penny et al. [53, 54] developed a tool for assessing the
quality of DTA, namely Quality Assessment of Diagnos-
tic Accuracy Studies (QUADAS) tool. In 2011, a revised
“QUADAS-2” tool (Table S2R) was launched [55, 56].
Besides, the CASP diagnostic checklist (Table S2S),
SIGN critical appraisal checklists for diagnostic study
(Table S2T), JBI critical appraisal checklist for diagnostic
test accuracy studies (Table S2U), and the Cochrane risk
of bias assessing tool for diagnostic test accuracy (Table
S2V) are also common useful tools in this field.
Of them, the Cochrane risk of bias tool (https://

methods.cochrane.org/sdt/) is based on the QUADAS
tool, and the SIGN and JBI tools are based on the
QUADAS-2 tool. Of course, the QUADAS-2 tool is the
first recommended tool. Other relevant tools reviewed
by Whiting et al. [53] in 2004 are not used nowadays.

Tools for other primary medical studies
Health economic evaluation
Health economic evaluation research comparatively ana-
lyses alternative interventions with regard to their re-
source uses, costs and health effects [57]. It focuses on
identifying, measuring, valuing and comparing resource
use, costs and benefit/effect consequences for two or
more alternative intervention options [58]. Nowadays,
health economic study is increasingly popular. Of
course, its methodological quality also needs to be
assessed before its initiation. The first tool for such as-
sessment was developed by Drummond and Jefferson in
1996 [59], and then many tools have been developed
based on the Drummond’s items or its revision [60],
such as the SIGN critical appraisal checklists for eco-
nomic evaluations (Table S3A), CASP economic evalu-
ation checklist (Table S3B), and the JBI critical appraisal
checklist for economic evaluations (Table S3C). The
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NICE only retains one methodology checklist for eco-
nomic evaluation (Table S3D).
However, we regard the Consolidated Health Eco-

nomic Evaluation Reporting Standards (CHEERS) state-
ment [61] as a reporting tool rather than a
methodological quality assessment tool, so we do not
recommend it to assess the methodological quality of
health economic evaluation.

Qualitative study
In healthcare, qualitative research aims to understand
and interpret individual experiences, behaviours, interac-
tions, and social contexts, so as to explain interested
phenomena, such as the attitudes, beliefs, and perspec-
tives of patients and clinicians; the interpersonal nature
of caregiver and patient relationships; illness experience;
and the impact of human sufferings [62]. Compared with
quantitative studies, assessment tools for qualitative
studies are fewer. Nowadays, the CASP qualitative re-
search checklist (Table S3E) is the most frequently rec-
ommended tool for this issue. Besides, the JBI critical
appraisal checklist for qualitative research [63, 64] (Table
S3F) and the Quality Framework: Cabinet Office check-
list for social research [65] (Table S3G) are also suitable.

Prediction studies
Clinical prediction study includes predictor finding
(prognostic factor) studies, prediction model studies (de-
velopment, validation, and extending or updating), and
prediction model impact studies [66]. For predictor find-
ing study, the Quality In Prognosis Studies (QIPS) tool
[67] can be used for assessing its methodological quality
(Table S3H). For prediction model impact studies, if it
uses a randomized comparative design, tools for RCT
can be used, especially the RoB 2.0 tool; if it uses a non-
randomized comparative design, tools for non-
randomized studies can be used, especially the ROBINS-
I tool. For diagnostic and prognostic prediction model
studies, the Prediction model Risk Of Bias Assessment
Tool (PROBAST; Table S3I) [68] and CASP clinical pre-
diction rule checklist (Table S3J) are suitable.

Text and expert opinion papers
Text and expert opinion-based evidence (also called
“non-research evidence”) comes from expert opinions,
consensus, current discourse, comments, and assump-
tions or assertions that appear in various journals, maga-
zines, monographs and reports [69–71]. Nowadays, only
the JBI has a critical appraisal checklist for the assess-
ment of text and expert opinion papers (Table S3K).

Outcome measurement instruments
An outcome measurement instrument is a “device” used
to collect a measurement. The range embraced by the

term ‘instrument’ is broad, and can refer to question-
naire (e.g. patient-reported outcome such as quality of
life), observation (e.g. the result of a clinical examin-
ation), scale (e.g. a visual analogue scale), laboratory test
(e.g. blood test) and images (e.g. ultrasound or other
medical imaging) [72, 73]. Measurements can be subject-
ive or objective, and either unidimensional (e.g. attitude)
or multidimensional. Nowadays, only one tool - the
COnsensus-based Standards for the selection of health
Measurement INstruments (COSMIN) Risk of Bias
checklist [74–76] (www.cosmin.nl/) is proper for asses-
sing the methodological quality of outcome measure-
ment instrument, and Table S3L presents its major
items, including patient - reported outcome measure
(PROM) development (Table S3LA), content validity
(Table S3LB), structural validity (Table S3LC), internal
consistency (Table S3LD), cross-cultural validity/ meas-
urement invariance (Table S3LE), reliability (Table
S3LF), measurement error (Table S3LG), criterion valid-
ity (Table S3LH), hypotheses testing for construct valid-
ity (Table S3LI), and responsiveness (Table S3LJ).

Tools for secondary medical studies
Systematic review and meta-analysis
Systematic review and meta-analysis are popular
methods to keep up with current medical literature [4–
6]. Their ultimate purposes and values lie in promoting
healthcare [6, 77, 78]. Meta-analysis is a statistical
process of combining results from several studies, com-
monly a part of a systematic review [11]. Of course, crit-
ical appraisal would be necessary before using systematic
review and meta-analysis.
In 1988, Sacks et al. developed the first tool for asses-

sing the quality of meta-analysis on RCTs - the Sack’s
Quality Assessment Checklist (SQAC) [79]; And then in
1991, Oxman and Guyatt developed another tool – the
Overview Quality Assessment Questionnaire (OQAQ)
[80, 81]. To overcome the shortcomings of these two
tools, in 2007 the A Measurement Tool to Assess Sys-
tematic Reviews (AMSTAR) was developed based on
them [82] (http://www.amstar.ca/). However, this ori-
ginal AMSTAR instrument did not include an assess-
ment on the risk of bias for non-randomised studies,
and the expert group thought revisions should address
all aspects of the conduct of a systematic review. Hence,
the new instrument for randomised or non-randomised
studies on healthcare interventions - AMSTAR 2 was re-
leased in 2017 [83], and Table S4A presents its major
items.
Besides, the CASP systematic review checklist (Table

S4B), SIGN critical appraisal checklists for systematic re-
views and meta-analyses (Table S4C), JBI critical ap-
praisal checklist for systematic reviews and research
syntheses (Table S4D), NIH quality assessment tool for
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systematic reviews and meta-analyses (Table S4E), The
Decision Support Unit (DSU) network meta-analysis
(NMA) methodology checklist (Table S4F), and the Risk
of Bias in Systematic Review (ROBIS) [84] tool (Table
S4G) are all suitable. Among them, the AMSTAR 2 is
the most commonly used and the ROIBS is the most fre-
quently recommended.
Among those tools, the AMSTAR 2 is suitable for

assessing systematic review and meta-analysis based on
randomised or non-randomised interventional studies,
the DSU NMA methodology checklist for network
meta-analysis, while the ROBIS for meta-analysis based
on interventional, diagnostic test accuracy, clinical pre-
diction, and prognostic studies.

Clinical practice guidelines
Clinical practice guideline (CPG) is integrated well into
the thinking of practicing clinicians and professional
clinical organizations [85–87]; and also make scientific
evidence incorporated into clinical practice [88]. How-
ever, not all CPGs are evidence-based [89, 90] and their
qualities are uneven [91–93]. Until now there were more
than 20 appraisal tools have been developed [94].
Among them, the Appraisal of Guidelines for Research
and Evaluation (AGREE) instrument has the greatest po-
tential in serving as a basis to develop an appraisal tool
for clinical pathways [94]. The AGREE instrument was
first released in 2003 [95] and updated to AGREE II in-
strument in 2009 [96] (www.agreetrust.org/). Now the
AGREE II instrument is the most recommended tool for
CPG (Table S4H).
Besides, based on the AGREE II, the AGREE Global

Rating Scale (AGREE GRS) Instrument [97] was devel-
oped as a short item tool to evaluate the quality and
reporting of CPGs.

Discussion and conclusions
Currently, the EBM is widely accepted and the major at-
tention of healthcare workers lies in “Going from evi-
dence to recommendations” [98, 99]. Hence, critical
appraisal of evidence before using is a key point in this
process [100, 101]. In 1987, Mulrow CD [102] pointed
out that medical reviews needed routinely use scientific
methods to identify, assess, and synthesize information.
Hence, perform methodological quality assessment is ne-
cessary before using the study. However, although there
are more than 20 years have been passed since the first
tool emergence, many users remain misunderstand the
methodological quality and reporting quality. Of them,
someone used the reporting checklist to assess the
methodological quality, such as used the Consolidated
Standards of Reporting Trials (CONSORT) statement
[103] to assess methodological quality of RCT, used the
Strengthening the Reporting of Observational Studies in

Epidemiology (STROBE) statement [104] to methodo-
logical quality of cohort study. This phenomenon indi-
cates more universal education of clinical epidemiology
is needed for medical students and professionals.
The methodological quality tool development should

according to the characteristics of different study types.
In this review, we used “methodological quality”, “risk of
bias”, “critical appraisal”, “checklist”, “scale”, “items”, and
“assessment tool” to search in the NICE website, SIGN
website, Cochrane Library website and JBI website, and
on the basis of them, added “systematic review”, “meta-
analysis”, “overview” and “clinical practice guideline” to
search in PubMed. Compared with our previous system-
atic review [11], we found some tools are recommended
and remain used, some are used without recommenda-
tion, and some are eliminated [10, 29, 30, 36, 53, 94,
105–107]. These tools produce a significant impetus for
clinical practice [108, 109].
In addition, compared with our previous systematic re-

view [11], this review stated more tools, especially those
developed after 2014, and the latest revisions. Of course,
we also adjusted the method of study type classification.
Firstly, in 2014, the NICE provided 7 methodology
checklists but only retains and updated the checklist for
economic evaluation now. Besides, the Cochrane RoB
2.0 tool, AMSTAR 2 tool, CASP checklist, and most of
JBI critical appraisal checklists are all the newest revi-
sions; the NIH quality assessment tool, ROBINS-I tool,
EPOC RoB tool, AXIS tool, GRACE Checklist, PRO-
BAST, COSMIN Risk of Bias checklist, and ROBIS tool
are all newly released tools. Secondly, we also introduced
tools for network meta-analysis, outcome measurement
instruments, text and expert opinion papers, prediction
studies, qualitative study, health economic evaluation,
and CER. Thirdly, we classified interventional studies
into randomized and non-randomized sub-types, and
then further classified non-randomized studies into with
and without controlled group. Moreover, we also classi-
fied cross-sectional study into analytic and purely de-
scriptive sub-types, and case-series into interventional
and observational sub-types. These processing courses
were more objective and comprehensive.
Obviously, the number of appropriate tools is the largest

for RCT, followed by cohort study; the applicable range of
JBI is widest [63, 64], with CASP following closely. How-
ever, further efforts remain necessary to develop appraisal
tools. For some study types, only one assessment tool is
suitable, such as CER, outcome measurement instruments,
text and expert opinion papers, case report, and CPG. Be-
sides, there is no proper assessment tool for many study
types, such as overview, genetic association study, and cell
study. Moreover, existing tools have not been fully ac-
cepted. In the future, how to develop well accepted tools
remains a significant and important work [11].
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Our review can help the professionals of systematic re-
view, meta-analysis, guidelines, and evidence users to
choose the best tool when producing or using evidence.
Moreover, methodologists can obtain the research topics
for developing new tools. Most importantly, we must re-
member that all assessment tools are subjective, and ac-
tual yields of wielding them would be influenced by
user’s skills and knowledge level. Therefore, users must
receive formal training (relevant epidemiological know-
ledge is necessary), and hold rigorous academic attitude,
and at least two independent reviewers should be in-
volved in evaluation and cross-checking to avoid per-
formance bias [110].
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ABSTRACT 

 

CD247 and CD226 play important roles in signaling of lymphocytes. Single nucleotide 

polymorphisms (SNPs) of genes encoding CD247 and CD226 have been associated with the 

risk of several autoimmune disorders. This study aimed to evaluate the possible association 

between CD226 and CD247 genes SNPs and risk of systemic sclerosis (SSc) in Iranian 

population.  

Study participants were 455 SSc patients and 455 age, sex, and ethnic -matched healthy 

individuals. Genotyping of rs2056626 and rs763361 at CD247 and CD226 genes, 

respectively, was carried out using TaqMan MGB-based allelic discrimination real-time PCR. 

Neither alleles nor genotypes of both SNPs showed significant association with the risk of 

SSc.  

Furthermore, association analysis of the genotypes with clinical manifestations of the 

disease revealed that rs763361 variants were associated with the forced vital capacity (FVC) 

in SSc patients.  

Our results suggest that genetic variants of CD226 and CD247 genes may not be a 

contributing factor in pathogenesis of SSc in Iranian population. 

 

Keywords: CD226; CD247; Single nucleotide polymorphism; Systemic sclerosis 

 

 

INTRODUCTION 

 

Systemic sclerosis (SSc) is a common autoimmune 

disease characterized by essential vasomotor 

disturbances, fibrosis, subsequent atrophy of the skin, 

immunologic abnormalities and autoantibody 
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production.
1,2 

Impaired apoptosis mechanisms of fibroblasts cause 

prolonged activation of these cells and, therefore, 

production of cytokines and mediators involved in 

clinical outcomes of SSc.
3
 Many genetic and 

environmental factors contribute to the pathogenesis of 

SSc. A huge number of genetic loci has been identified 

through independent genetic association studies and 

genome-wide association studies (GWASs) including 

hundreds of thousands of SNPs located throughout the 

genome.
4-7
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Although the precise pathogenesis of SSc is still 

undetermined, it is commonly considered as an 

autoimmune disorder. During SSc development, 

autoimmune responses and vasculopathy initiate further 

events like fibroblast activation and fibrosis.
8,9

 As the 

central culprits of the SSc immunopathogenesis, B cells 

produce autoantibodies to several autoantigens like 

those found on endothelial cells. Additionally, 

ischemia-reperfusion injury due to Raynaud’s 

phenomenon, production of reactive oxygen species 

(ROS) along with recruitment of inflammatory cell, and 

subsequent release of inflammatory cytokines induce 

myofibroblastic transformation and fibroblasts 

overactivation, eventuating in immoderate collagen 

synthesis as well as other extracellular compounds.
10,11

 

As a subset of CD4
+
 T cells, helper 2 T (Th) cells have 

been postulated to be involved in aberrant production 

of profibrotic mediators, like interleukin (IL)-4, IL-13, 

IL-33, and transforming growth factor β (TGFβ); hence 

T cells are involved in pathogenesis of SSc through 

contributing to fibrosis by fibrotic cytokine production, 

in addition to their role in helping B cells to produce 

autoantibodies.
8,12,13

 

CD247 (cluster of differentiation 247), also known 

as T-cell surface CD3 zeta chain, is part of T cell 

receptor (TCR)/CD3 complex. The molecule is 

involved in the assembly as well as transport of the 

TCR/CD3 complex toward the cell surface. CD247 

plays an essential role in associating the antigen 

recognition to several intracellular signaling 

pathways.
14,15

 Mutations in CD247 gene have been 

demonstrated to be involved in impaired immune 

function.
16

 GWASs demonstrated that an intronic 

rs2056626 SNP of the CD247 gene was associated with 

SSc risk in European and US Caucasians.
4
 

CD226, known as the DNAX-accessory molecule-1 

(DNAM-1), is expressed on immune cells such as 

natural killer (NK) cells, T cells, NK-T cells, and B 

cells. The molecule is involved in various biological 

mechanisms and function of immune cells, particularly 

as a co-stimulatory molecule in cell signaling.
17,18

 

CD226 gene rs763361 SNP is a nonsynonymous 

variation, which has been frequently occurred in 

several autoimmune diseases.
19

 This polymorphism is 

attributed to substitution of glycine instead of serine at 

position 307 (Ser307Gly) in exon-splicing silencer 

(ESS) region, which may impress expression of 

CD226.
20

 The 307Ser variant modifies the splicing of 

the CD226 transcript, leading to stimulation of 

signaling transduction and, therefore, over-activations 

of T and NK cells.
19

 

It appears that genetic variations in CD226 and 

CD247 genes are involved in impaired function of T 

cells, which are main players in the pathogenesis of 

SSc. Taking into account the previously reported 

associations of SNPs in CD226 and CD247 genes with 

a number of autoimmune diseases like systemic 

sclerosis,
21-24

 and that no study has addressed the 

potential association of polymorphisms in these genes 

in Iranian population, herein we decided to evaluate the 

association of rs2056626 and rs763361 at CD247 and 

CD226 genes with the risk of SSc in Iranian 

population. 

 

MATERIALS AND METHODS 

 

Study Participants 

Study population comprised of 455 SSc patients (68 

males and 387 females) and 455 healthy controls (67 

males and 388 females) with the mean age of 

41.55±12.05 and 41.38±12.73, respectively. SSc 

patients enrolled from the Iranian SSc patients referred 

to Rheumatology Research Center outpatient clinic, 

Shariati hospital and diagnosed based on American 

college of rheumatology (ACR) criteria for SSc. Those 

patients with past medical history of other autoimmune 

disorders or family history of SSc were excluded. As 

the healthy control group, 455 age, sex, and ethnic 

(Iranian Fars, Turk, Kurd, Lur, and Gilak) -matched 

individuals were included in this study. Matching the 

study population ethnically, possibility of spurious 

results due to population stratification was eliminated.
25

 

In order to investigate the association between the 

genotypes of SNPs with SSc phenotypes, the clinical 

manifestations of the patients were recorded (Table 1). 

Before sampling, written informed consent was signed 

by each subject. Ethical Committee of Tehran 

University of Medical Sciences approved the protocol 

of the study (No. 93-04-41-27689-290398). 

 

DNA Extraction and Genotyping 

Genomic DNA was extracted from 5 mL whole 

blood samples containing ethylenediaminetetraacetic 

acid (EDTA) using the standard phenol/chloroform 

method.
26

 The optical density values were used to 

evaluate the concentration and purity of the extracted 

DNA (NanoDrop 2000C). All DNA samples were 

stored at -20°C until further experiments. Study 
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Table 1. Baseline and clinical data of the studied patients with systemic sclerosis  

Characteristic (n=445) Value 

Male/ female 68 (15%)/ 387 (85%) 

Age* 41.55±12.05 

Disease Duration* 10.5 ± 6.14 

Limited SSc/ Diffuse SSc 169 (37%)/ 286 (63%) 

Raynaud’s phenomenon** 33 (7.25%) 

Digital ulcer 345 (75.8%) 

Lung fibrosis disease 248 (54.5%) 

FVC (Pos>120, Neg<80, Normal range: 80-120) 229 (50.3%) 

PAP (Neg<35%, Pos>35%) 77 (17%) 

LVEF (Pos<40, Neg:55-70, Borderline:40-55) 55 (12%%) 

FANA (Neg>1/100, Pos<1/100, Borderline =1/100) 365 (80%) 

ACA (Pos>18, Neg<12, Borderline:12-18 RU/mL) 23 (5%) 

ATA (Neg<20 RU/mL , Pos≥20) 317 (69.7%) 

ARA 12 (2.6%) 

Creatinine* 0.97 ± 0.58 

Total protein* 7.55 ± 3.07 

ESR* 19.35 ± 18.19 

FVC, forced vital capacity; PAP, pulmonary artery pressure; LVEF, left ventricular ejection fraction; FANA, fluorescent anti-nuclear 

antibodies; ACA, anti-centromere antibodies; ATA, anti-topoisomerase antibody; ARA, Anti-RNA polymerase III; ESR, erythrocyte 

sedimentation rate. 

* Data represented as mean ± SD; ** Positive count reported 

 

Table 2. CD226 and CD247 genetic variants analyzed in systemic sclerosis (SSc) patients and healthy controls 

SNP Chromosome Position Alleles Amino acid change 

rs763361 18 69864406 C/T Ser307Gly 

rs2056626 1 167451188 G/T Intron 

 

subjects were genotyped for CD247 gene rs2056626 

and CD226 gene rs763361 SNPs (Table 2) using the 

StepOnePlus Real-Time PCR System (Applied 

Biosystems, Foster City, CA, USA) and allelic 

discrimination TaqMan MGB-based assays (Applied 

Biosystems, Foster City, USA). All PCR reactions 

mixture contained approximately 25-75 ng of DNA, 5 

μL Taq-Man Master Mix containing Taq DNA 

polymerase and dNTPs (Applied Biosystems, Foster 

City, USA), 0.25 μL Taq-Man Genotyping Assay mix 

containing primers and FAM or VIC labeled probes 

(Applied Biosystems, Foster City, USA), and distilled 

water for a final volume of 10 μL. Thermocyclic 

conditions of PCR were: initially 60°C for 30 seconds 

and then 95°C for 10 mins, and subsequently 40 cycles 

of amplification (95°C for 15 seconds and 60°C for 1 

min), and finally 60°C for 30 seconds. Allele calling 

was performed by analyzing allelic discrimination plots 

using ABI SDS V 2.3 software (Applied Biosystems, 

Foster City, USA). 

 

Statistical Analysis 

Demographic and clinical characteristics of the 

study population were assessed by descriptive 

statistical analysis. The associations between SSc and 

CD226 and CD247 genes SNPs were analyzed by 

Logistic Regression and χ2 test or two-tailed Fisher’s 

exact test. Odds ratios (OR) and confidence intervals 

(95% CI) were employed for risk estimation. p values 

were adjusted by Benjamini-Hochberg Method (BHM) 

and considered statistically significant if they were less 

than 0.05. Adherence to the Hardy–Weinberg 

Equilibrium (HWE) was evaluated using χ2 test in 

Package ‘genetics’ of R-Software (R Core Team, 

Austria). 

 

https://www.ncbi.nlm.nih.gov/variation/view/?q=rs763361&filters=source:dbsnp&assm=GCF_000001405.28
https://www.ncbi.nlm.nih.gov/variation/view/?q=rs2056626&filters=source:dbsnp&assm=GCF_000001405.28
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RESULTS 

 

Table 1 shows the clinical specifications of the 

studied SSc population with more details. 

Genotype distribution of rs2056626 (p=0.66) and 

rs763361 (p=0.44) in control subjects did not disclose 

significant deviation from HWE (Table 3). For both 

SNPs, the allele with the highest frequency was 

considered as the reference allele and minor allele 

frequency (MAF) was reported, according to NCBI 

database (https://www.ncbi.nlm.nih.gov/snp). The 

reference genotype was also selected according to the 

monozygotic genotype with alleles of highest 

frequency. The C allele of the rs763361 SNP was less 

represented in SSc patients than controls (39.12% vs. 

41.75%). However, the frequency difference was not 

significant (OR= 0.81, CI: 0.55-1.20; p=0.30). The CT 

genotype of rs763361 SNP had lower frequency in SSc 

patients compared with healthy controls (47.13% vs. 

51.15%) and the difference was not significant (OR= 

0.80, CI: 0.54-1.21; p=0.30). Alternately, the CC 

genotype was distributed almost equally between 

patient and control groups (15.57% vs. 16.13%); hence 

the frequency distribution difference was not 

statistically significant (OR= 0.84, CI: 0.48-1.47; 

p=0.55). As the dominant model, the CT+TT genotype 

had no significant distribution difference between SSc 

and healthy control groups (62.64% vs. 67.25%; 

OR=0.81, CI: 62-1.07; p=0.15). 

For rs2056626 (Table 3), the G allele was found to 

be highly represented in SSc patients in comparison to 

controls (38.89% vs. 36.87%); however, no significant 

difference was observed in the allele distribution 

between patients and controls (OR=1.14, CI: 0.68-1.92; 

p=0.61). Among the genotypes of rs2056626, both GT 

and GG genotypes did not show statistically significant 

differences between study groups. The GG+GT model 

was assigned as the dominant genotype and its 

distribution difference was not statistically significant 

between patients and controls (OR=1.10, CI: 0.84-1.44; 

p=0.45). 

Clinical manifestations of the SSc patients 

including Raynaud’s phenomenon, digital ulcer history, 

lung fibrosis disease, forced vital capacity (FVC), 

pulmonary artery pressure (PAP), left ventricular 

ejection fraction (LVEF), fluorescent anti-nuclear 

antibody (FANA), anti-centromere antibody (ACA), 

anti-topoisomerase antibody (ATA), anti-RNA 

polymerase III (ARA), Creatinine, total protein, 

erythrocyte sedimentation rate (ESR) were evaluated in 

relation to genotypes of both SNPs (Table 4). Among 

them, there was significant correlation of FVC with 

rs763361 genotypes (p= 0.036). 

 

Table 3. Allele and genotype distribution of CD226 gene rs763361 SNP and CD247 gene rs2056626 SNP in the systemic 

sclerosis patients and healthy controls 

SNP Allele /Genotype 
Case (N=455) 

N (%) 

Control (N=455) 

N (%) 
OR (95% CI) p 

rs763361 T (Reference) 554 (60.88) 530 (58.24) - - 

C 356 (39.12) 380 (41.75) 0.81 (0.55-1.20) 0.30 

TT (Reference) 170 (37.30) 149 (32.72) - - 

CT 214 (47.13) 233 (51.15) 0.80 (0.54-1.21) 0.30 

CC 71 (15.57) 73 (16.13) 0.84 (0.48-1.47) 0.55 

 CT+TT 285 (62.64) 306 (67.25) 0.81 (0.62-1.07) 0.15 

HWE   p= 0.44   

rs2056626 T (Reference) 556 (61.11) 575 (63.13) - - 

G 354 (38.89) 335 (36.87) 1.14 (0.68-1.92) 0.61 

TT (Reference) 174 (38.22) 185 (40.55) - - 

 GT 208 (45.78) 205 (45.16) 1.07 (0.72-1.61) 0.72 

 GG 73 (16.00) 65 (14.29) 1.12 (0.68-2.09) 0.54 

 GG+GT 281 (61.75) 270 (59.34) 1.10 (0.84-1.44) 0.45 

HWE   p= 0.66   

HWE; hardy–weinberg equilibrium 
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Table 4. Frequencies of rs763361 and rs2056626 genotypes with various clinical features of patients with systemic sclerosis  

Clinical 

Features 

rs763361 genotype distribution rs2056626 genotype distribution 

Frequency 

N (%) 

CC 

N (%) 

CT 

N (%) 

TT 

N (%) 
p* 

Frequency 

N (%) 

GG 

N (%) 

GT 

N (%) 

TT 

N (%) 
p* 

Raynaud’s 

phenomenon 

350 (76.92) 52 (14.86) 158 (45.14) 140 (40.00) 0.313 349 (76.70) 55 (15.76) 159 (45.56) 135 (38.68) 0.339 

Digital ulcers 250 (54.95) 39 (15.60) 116 (46.40) 95 (38.00) 0.434 220 (48.35) 37 (16.82) 96 (43.64) 87 (39.54) 0.613 

Lung fibrosis 

disease 

179 (39.34) 19 (10.61) 86 (48.04) 74 (41.34) 0.536 162 (35.60) 30 (18.52) 57 (35.18) 75 (46.30) 0.771 

FVC 140 (30.77) 19 (13.58) 52 (37.14) 69 (49.28) 0.036 258 (56.70) 142 (55.04) 55 (21.32) 61 (23.64) 0.746 

PAP 50  (10.98) 5 (10.00) 30 (60.00) 15 (30.00) 0.071 58  (12.74) 8 (13.79) 22 (37.93) 28 (48.28) 0.127 

LVEF 35b(77.78) 4 (11.43) 13 (37.14) 18 (51.43) 0.261 26 (5.71) 2 (7.69) 18 (69.23) 6 (23.08) 0.631 

FANA 358 (79.56) 52 (14.52) 175 (48.89) 131 (36.59) 0.211 356 (78.24) 59 (16.57) 155 (43.54) 142 (39.89) 0.351 

ACA 22 (4.83) 4 (18.18) 13 (59.09) 5 (22.73) 0.869 16 (3.51) 4 (25.00) 8 (50.00) 4 (25.00) 0.108 

ATA 310 (68.13) 47 (15.16) 142 (45.81) 121 (39.03) 0.480 295 (64.83) 39 (13.22) 132 (44.75) 124 (42.03) 0.365 

ARA 41 (9.01) 7 (17.07) 21 (51.22) 13 (31.71) 0.359 12 (2.64) 2 (16.67) 4 (33.33) 6 (50.00) 0.493 

Creatinine 26 (5.71) 2 (7.69) 15 (57.69) 9 (34.62) 0.598 34 (7.47) 10 (29.41) 12 (35.29) 12 (35.29) 0.284 

Total protein 47 (10.33) 9 (19.15) 21 (44.68) 17 (36.17) 0.799 46 (10.11) 6 (13.04) 18 (39.13) 22 (47.83) 0.609 

ESR 63 (13.85) 11 (17.46) 30 (47.62) 22 (34.92) 0.818 98  (21.54) 16 (16.33) 46 (46.94) 36 (36.73) 0.695 

* Benjamini-Hochberg was applied to control the false discovery rate (FDR).  

FVC, forced vital capacity; PAP, pulmonary artery pressure; LVEF, left ventricular ejection fraction; FANA, fluorescent anti-nuclear antibodies; 

ACA, anti-centromere antibodies; ATA, anti-topoisomerase antibody; ARA, Anti-RNA polymerase III; ESR, erythrocyte sedimentation rate 

 

 

DISCUSSION 

 

SSc is a complex heterogenic disorder of connective 

tissue and small arteries, defined by the hallmarks of 

triad of fibrosis, inflammation and vascular injury.
27,28

 

Fibrosis caused by dermal fibroblast accounts for a 

wide range of disease outcomes.
29-31

 Previous studies 

classified the genetic variants of SSc in two distinct 

groups as follows: first, the genetic factors involved in 

immune system dysfunctions, which many of them 

have been detected in GWASs. Second, the genetic 

variants which promote the cellular and molecular 

mechanisms involved in the progression of 

inflammation, autoantibody formation and fibrosis 

development.
32

 Based on the pathogenesis of SSc, great 

attention has been dedicated to the genetics, which 

affect the immune regulation mechanisms and 

autoimmunity pathways. Hence, the SNPs in each of 

these genes might predispose individuals to SSc disease 

or supply a susceptibility condition for the effect of 

genetic variants.
33,34

 

Accumulating evidence has implicated to a number 

of immune system perturbations in pathogenesis of 

SSc. Immune cells, particularly lymphocytes, 

demonstrate aberrant activation trends in the initial 

course of SSc pathogenesis. Immune cells, including T 

cells, macrophages, mast cells, and B cells, infiltrate to 

skin before any histologic signs of skin fibrosis.
35,36

 T 

cells accumulate in the skin lesions of the SSc patients 

and demonstrates the signs of activation such as 

increased expression of IL-2, CD69, and HLA-DR. 

Additionally, increased serum levels of T-cell 

associated cytokines like IL-4, IL-13, and IL-17 have 

been identified in SSc patients.
37

 Studies show that 

both αβ and γδ T cells infiltrate in skin lesions of SSc 

patients, which is specified only as a consequence of 

antigen-driven proliferation of T cells.
37

 The role of T 

cells in induction of fibrosis is mediated through 

production of cytokines or direct cell-cell contact with 

B cells and fibroblasts. SSc skin is characterized by 

infiltrating T cells as well as peripheral blood T cells 

with a predominantly Th2 profile, which mediates the 

production of profibrotic cytokines like IL-4, IL-13 and 

TGFβ.
38,39

  

Both CD226 and CD247 play crucial roles in the 

stimulation and activation of T cells. It has been found 

that the CD247 expression is changed in chronic 

autoimmune and inflammatory disorders, as decreased 
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expression of this molecule was associated with 

impaired immune response.
40-42

 Previous investigations 

revealed the association of CD247 genetic 

polymorphisms with susceptibility to systemic lupus 

erythematosus (SLE), a systemic autoimmune 

disorder.
43,44

 Furthermore, the 3′ untranslated region 

(3′UTR) of CD247 gene harbors a number of genetic 

variations, which have been attributed to 

downregulation of CD247, manifested through immune 

dysfunction and systemic autoimmunity.
43

 CD247, 

which is T-cell surface CD3 zeta molecule, participates 

in signal transduction in T cells. A GWAS reported that 

rs2056626 SNP at CD247 gene is associated with the 

risk of SSc.
4
 Thereafter, this association was validated 

by an independent cohort study of French Caucasian 

population and was shown that minor G allele of 

rs2056626 SNP conferred susceptibility to SSc in 

dominant model.
45

 On the other hand, SSc patients of 

Han Chinese did not demonstrate significant 

association between rs2056626 SNP and SSc or its 

subtypes such as diffuse (dcSSc) and limited (lcSSc) 

SSc.
46

 In compliance with Chinese population, 

rs2056626 SNP did not impress the SSc risk in Iranian 

population. Lundholm et al. described that CD247 

might be a prime candidate gene for Idd28, a novel 

susceptible gene for autoimmune disorders such as 

autoimmune diabetes, by harboring mediators such as 

CD25 and FoxP3.
47

 Therefore, it could be figured out 

that CD247 might induce autoimmunity by affecting 

the cellular environment and could be considered as a 

predisposing factor rather than a pathogenic variant 

which might somewhat justify the lack of relation 

between rs2056626 variant and the risk of SSc in this 

survey. 

CD226, a member of immunoglobulin super family, 

is the main co-stimulator of NK cells, CD4
+
 and CD8

+
 

T cells, monocytes, platelets and certain B cells, as 

these cells play notable role in SSc 

immunopathogenesis of autoimmune disorders.
48,49

 

While a bulk of studies has demonstrated that the 

CD226 gene rs763361 SNP is associated with the risk 

of several autoimmune diseases, such as rheumatoid 

arthritis (RA), SSc, and SLE, there are notable reports 

showing no associations.
19,48,50-52

 Evaluation of the 

polymorphism in Iranian SSc population did not show 

significant association of this SNP with the risk of the 

disease. These discrepancies are probably due to 

inefficient statistical power, small sample sizes, clinical 

and ethnical heterogeneity. Nonetheless, meta-analysis 

could be helpful to resolve the inconsistencies and 

limitations of the disparate individual investigations. 

For this reason, Song et al. performed a meta-analysis 

in several autoimmune diseases and observed that the 

CD226 gene rs763361 SNP reduced the susceptibility 

to SLE, SSc, and type 1 diabetes (T1D) in Asians, 

Europeans, and South Americans.
53

 

More than 50% of SSc patients all over the world 

suffer from reduced FVC, which is considered as the 

main cause of mortality, despite the recent advances in 

the treatment of SSc.
54,55

 In our study, we detected a 

significant association of FVC with three distinct 

rs763361 genotypes which may confirm the hypothesis 

of CD226 gene variation involvement in reduced FVC 

of SSc patients. 

Our study did not show significant association of 

CD226 and CD247 genetic polymorphisms with the 

risk of SSc or the presence of clinical manifestations 

except than FVC. In other words, CD226 and CD247 

genetic variants may not contribute to SSc pathogenesis 

in Iranian population. Further studies with large sample 

size are encouraged in order to assess the contribution 

between CD226, CD247 and other profibrotic factors in 

the blood serum of SSc patients. Alternately, 

considering other genetic variations discerned by 

GWAS in association with SSc, such as STAT and IRF 

genes, further studies in Iranian population aiming to 

dissect the exact role of immune-related molecules 

underlying SSc etiopathogenesis will be of great 

interest. 
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Abstract

Rationale, aims, and objectives: When randomized controlled trial data are limited or

unavailable, or to supplement randomized controlled trial evidence, health technology assess-

ment (HTA) agencies may rely on systematic reviews of nonrandomized studies (NRSs) for evi-

dence of the effectiveness of health care interventions. NRS designs may introduce considerable

bias into systematic reviews, and several methodologies by which to evaluate this risk of bias are

available. This study aimed to identify tools commonly used to assess bias in NRS and determine

those recommended by HTA bodies.

Methods: Appraisal tools used in NRS were identified through a targeted search of system-

atic reviews (January 2013‐March 2017; MEDLINE and EMBASE [OVID SP]). Recommendations

for the critical appraisal of NRS by expert review groups and HTA bodies were reviewed.

Results: From the 686 studies included in the narrative synthesis, 48 critical appraisal tools

were identified. Commonly used tools included the Newcastle‐Ottawa Scale, the methodological

index for NRS, and bespoke appraisal tools. Neither the Cochrane Handbook nor the Centre for

Reviews and Dissemination recommends a particular instrument for the assessment of risk of bias

in NRS, although Cochrane has recently developed their own NRS critical appraisal tool. Among

HTA bodies, only the Canadian Agency for Drugs and Technologies in Health recommends use of

a specific critical appraisal tool—SIGN 50 (for cohort or case‐control studies). Several criteria

including reporting, external validity, confounding, and power were examined.

Conclusion: There is no consensus betweenHTAgroups on the preferred appraisal tool. Reviewers

should select from a suite of tools on the basis of the design of studies included in their review.
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2 QUIGLEY ET AL.
1 | INTRODUCTION 2 | METHODS
The changing paradigm for health care decision making has begun to

welcome observational and real‐world data in addressing evidence

gaps.1,2 This move to observational data has been fuelled by greater

availability and access to electronic health care data and long‐term

observational studies. Where randomized controlled trials (RCTs) are

unavailable, unethical, or implausible, and to supplement RCT

evidence, health technology assessment (HTA) agencies commonly

rely on nonrandomized studies (NRS) to provide evidence of the

effectiveness of health care interventions.3,4

Interventions for rare diseases are often approved with short‐term

trials and with rapid review to give patients access to drugs more

quickly. However, in these cases, long‐term observational data/

postmarketing studies are paramount to illustrating the long‐term

benefits or side effects of drug use and are commonly being mandated

in marketing authorization.5

Whilst there is no doubt of the benefits of including NRS in sys-

tematic reviews, incorporation of this type of evidence into a system-

atic review or a meta‐analysis requires careful consideration as, due to

their design, NRS are especially susceptible to confounding and other

types of bias. For example, allocation of patients to an intervention in

a nonrandomized fashion can result in selection bias with a dispropor-

tionate distribution of known prognostic factors between treatment

arms,6 whereas performance bias may result in cases where study

investigators are aware of treatment allocation.7 Further bias may be

introduced by misclassification of or deviation from an intervention,

missing data, mismeasurement or misclassification of outcomes, or

selective reporting. Whilst RCTs are also susceptible to these potential

sources of bias, several tools including those from Cochrane,7 the

Centre for Reviews and Dissemination (CRD),8 and the Scottish Inter-

collegiate Guidelines Network (SIGN)9 are commonly used to critically

appraise studies included in a systematic review of RCTs. All published

Cochrane reviews must perform an analysis with the Cochrane risk of

bias (ROB) tool,7 making it the most recognized of these tools. A recent

evaluation found the Cochrane ROB tool has become the preferred

approach to assess ROB in RCTs even in non‐Cochrane reviews;

however, it is not always implemented in the recommended way.10

Although tools for the evaluation of NRS have existed for some

time, to date, there is no consensus about which is the most suitable

for use for a particular study design. For instance, although a prospec-

tive nonrandomized interventional study and a retrospective case

series are both NRS by definition, there are substantial differences in

their study designs and potential sources of bias that may be difficult

to assess with a single tool, most of which assess only a limited

spectrum of possible sources of bias. However, researchers would

benefit from a consensus on a small suite of tools, which could be used

for NRS, dependent on design of studies in the review. This would

allow for better interpretation of the results of the ROB analysis and

limit the variability in bias judgements, which have been identified as

a problem in Cochrane reviews.11

We undertook a review of the literature with the aims of identify-

ing the most commonly used and accepted critical appraisal tools for

NRS and of providing an overview of the most frequent characteristics

of such tools.
We used a 2‐part approach to address our research question. Firstly,

we conducted a targeted search in MEDLINE, MEDLINE In‐process

and Other Non‐Indexed Citations, and EMBASE (OVID SP) to identify

systematic reviews that included NRS. Abstracts for the records

retrieved using the search terms shown in Table S1 were reviewed

by a single reviewer. To be eligible for inclusion in the narrative synthe-

sis, reviews were required to be systematic reviews of medical inter-

ventions (vs alternative medical interventions or vs no intervention)

that included NRS and that were published in peer‐reviewed journals

in English between January 2013 and March 2017. This pragmatic date

range was selected to keep the number of studies returned for review

to a manageable number, whilst still providing a representative view of

the current state of the literature. A single reviewer confirmed that a

systematic review process had been followed in the identified articles

and recorded the use of any critical appraisal tool and, where reported,

identified which tool was used together with its constituent

components.

Secondly, we reviewed recommendations for the critical appraisal

of NRS by expert review groups (Cochrane Handbook, Cochrane Bias

Methods Group, Cochrane NRS Methods Group, CRD, and SIGN)

and HTA bodies (National Institute for Health and Care Excellence

[NICE], Scottish Medicines Consortium [SMC], National Centre for

Pharmacoeconomics [NCPE], All Wales Medicines Strategy Group

[AWMSG], Institut für Qualität und Wirtschaftlichkeit im

Gesundheitswesen [IQWiG], Pharmaceutical Benefits Advisory Com-

mittee [PBAC], Academy of Managed Care Pharmacy [AMCP], Haute

Autorité de santé [HAS], and Canadian Agency for Drugs and Technol-

ogies in Health [CADTH]). The searches were conducted by visiting the

official website of these groups and reviewing the appropriate meth-

odological advice.
3 | RESULTS

3.1 | Systematic search and use of critical appraisal
tools

Our search identified 2498 references for screening. Following full‐

paper review, 686 systematic reviews that included NRS were identi-

fied (PRISMA diagram, Figure S1), and a total of 48 different critical

appraisal tools were identified. The tools used in more than 2 studies

are illustrated in Figure 1. (Remaining identified tools are listed in

Appendix S1.) Figure 1A splits the use of each tool by those studies,

which considered only NRS (197), and Figure 1B splits to those which

included both NRS and RCT (489). A similar pattern of tool usage was

observed regardless of study type included. Figure 1C splits studies

by intervention type: drug treatments, surgery, and other treatments

(eg, medical devices, diagnostic tests, physiotherapy, nutritional

support, and mixed interventions). No obvious trends were observed

in choice of tool by intervention type. Notably, the methodological

index for NRS (MINORS), the surgery‐specific tool, was also applied

to studies of other interventions. As study design was not a search

criterion, most identified reviews included both RCT and NRS



FIGURE 1 Frequency of appraisal tool use
among 686 systematic reviews that included
NRS
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evidence, both of which were frequently evaluated using the same

critical appraisal tool: The Cochrane ROB tool for RCT7 was used by

46 of the 686 studies identified by our search. Modified versions of
the Cochrane tool were also used although details of these modifica-

tions were rarely reported. In addition, Cochrane has multiple pub-

lished critical appraisal tools (Cochrane ROB, ACROBAT‐NRSI, and



4 QUIGLEY ET AL.
ROBINS‐I), and often studies did not clarify which tool was used; in

these cases, we have recorded the tool as “Cochrane undefined” (49

of 686). The SIGN and CRD tools were used for NRS appraisal in 10

and 8 studies, respectively, although these were also designed for

use on trials with a randomized controlled design only.8,12 For reviews

that used an evidence grading tool, eg, GRADE, the review applied the

criteria to a within‐study comparison, and so they were considered rel-

evant to this research question.

Of the 686 systematic reviews identified by our search strategy,

77 (11%) reported that no appraisal tool was used, and 59 (9%) did

not report on the appraisal tool. Among the remaining studies, the

most commonly used critical appraisal tool for NRS was the Newcas-

tle‐Ottawa Scale for observational studies, reported in 142 of 686

(21%) of the systematic reviews. The MINORS, bespoke tools, GRADE,

ACROBAT‐NRSI (which has since been developed into ROBINS‐I), and

JBI‐MAStARI tools were also used by multiple studies: 68 (10%), 39

(6%), 24 (3%), 18 (3%), and 17 (2%), respectively. All remaining tools

identified were used by less than 2% of the included studies. A full list

of the studies included is given in Appendix S1.

Whilst a majority of studies gave a narrative summary of quality

assessment, others adjusted for study quality in meta‐analysis. Authors

typically applied a cut‐off in terms of score or domain to classify poorer

quality studies and then conducted a sensitivity analysis excluding

those studies.
3.2 | Appraisal tools recommended by HTA and
professional groups

We reviewed the recommendations for the critical appraisal of NRS

frommajor HTA bodies and institutions involved in developing system-

atic review methodologies, including Cochrane,7 the CRD,8 and the

SIGN12 (Table 1). CADTH was the only HTA group to recommend a

specific critical appraisal tool—that produced by the SIGN.14 Other

HTA groups reported less defined recommendations: NICE recom-

mends that an appropriate and validated tool is used,15 and PBAC

requests that relevant documentation is provided to support the use

of any tool used.16 The process of validation that should be under-

taken for the critical appraisal tool is not clearly defined. The remaining

HTA groups (SMC, NCPE, AWMSG, IQWiG, AMCP, and HAS) did not
TABLE 1 HTA and methodological group recommendations

Methodological Groups Recommend

CADTH Recommend

CASP, Oxford, UK Provide sev
CASP cas
clinical pr

Cochranea Produced th

Cochrane Handbook (last revised 2011 and
so does not capture ongoing work above)

No formal r
Newcastl

CRD Acknowledg

SIGN Provides ap
checklist:
methodol

Abbreviations: ACROBAT‐NRSI, A Cochrane Risk Of Bias Assessment Tool: fo
Drugs and Technologies in Health; CASP, Critical Appraisal Skills Programme; CR
ment; NRS, nonrandomized studies; ROBINS‐I, Risk of Bias in Non‐randomized S
aAn ongoing collaboration between the Cochrane Bias Methods Group and the
mention the critical appraisal of NRS. Whilst there is recognition by

HTA agencies that NRS can provide valuable information to

supplement robust RCT evidence and NRS are increasingly being

incorporated in HTA submissions, there is a lack of guidance or con-

sensus as to how this data should be critically appraised.13,17

The recognized methodological groups, SIGN9 and Critical

Appraisal Skills Programme,18 produce different critical appraisal tools

for NRS (Table 1), describing several different appraisal tools based on

study design. The most recent edition of the Cochrane Handbook

(2011) highlights the Downs and Black19 and Newcastle‐Ottawa

Scale20 without recommending either; however, it is noted that of

the two, the Newcastle‐Ottawa Scale is easier to implement, because

of the smaller number of domains.7 Since the last published edition

of the handbook (2011), Cochrane has developed the ROB In NRS–

of Interventions (ROBINS‐I) tool for the critical appraisal of NRS. The

CRD did not make specific recommendations.

3.3 | Overview of components of appraisal tools

An overview of the 5 most commonly used appraisal tools is given in

Table 2, which includes only those tools specifically designed for the

critical appraisal of NRS. This summary may help review authors to

select a critical appraisal tool for use in their systematic review. Two

tools that were highly ranked, but not included here, were an unde-

fined Cochrane tool (which could be either the Cochrane ROB tool

for RCTs (not capitalised) or that from the NRS group) and the

Cochrane ROB tool for RCTs. These are not included as tools to

appraise RCTs are unlikely to be appropriate or sufficient for the

appraisal of NRS.21 Questions regarding methods of randomization

are not applicable to NRS, and details regarding comparability of the

study population may be insufficient.

To aid in interpretation and comparability, we divided the

appraisal tool items into 12 domains according to the different

questions posed that were common across all tools:

1. Appropriate study design—a clear aim that is precise and

relevant in the context of the literature is stated.

2. Patient selection/ inclusion criteria—a clear inclusion criterion is

stated.
ation

a specific critical appraisal tool—which is produced by SIGN11

eral appraisal tools for NRS including CASP diagnostic checklist,
e‐control checklist, CASP cohort study checklist, and CASP
ediction rule checklist16

e ACROBAT‐NRSI tool and ROBINS‐I tool9

ecommendation: highlights Downs and Black as well as
e‐Ottawa Scale. States Newcastle‐Ottawa easier to implement7

e abundance of tools but no formal recommendation as to which to use9

praisal tools for various types of NRS including; methodology
cohort studies, methodology checklist case‐control studies, and
ogy checklist: diagnostic studies8

r Non‐Randomized Studies of Interventions; ADTH, Canadian Agency for
D, Centre for Reviews and Dissemination; HTA, health technology assess-
tudies–of Interventions; SIGN, Scottish Intercollegiate Guidelines Network.

Cochrane Non‐Randomized Studies Methods Group.
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3. Blinding of patients and personnel—details of blinding are

provided.

4. Assessment of outcomes/exposure—were outcomes/exposure

measured in a reliable way or using an objective criterion?

5. Follow up/handling of missing data—was length of follow‐up

sufficient? Were patients who withdrew from the study

described and included in the analysis?

6. Reporting—are there sufficient descriptions of the groups given

to allow comparisons? Any evidence of selective reporting of

outcomes?

7. Subject comparability—are the patients included reflective of the

total patient population? Are they at a similar point in the course

of the disease?

8. Appropriate end points—were the end points appropriate?

9. Confounding—are confounding factors identified and are strate-

gies in place to deal with them?

10. Prospective calculation of study size—how have the sample size

power calculations been conducted?

11. Appropriate statistical analysis—has appropriate statistical analy-

sis been conducted?

12. Overall study assessment—is the overall study of adequate quality?

Table 2 shows important domains of critical appraisal of NRS

including assessment of patient selection, assessment of outcomes,

and whether appropriate statistical analysis has been conducted.

These domains are based on descriptions of bias as given in the CRD

guidance and the Cochrane Handbook.7,8 Identification of confound-

ing and methods used to address it were also commonly queried.

The ROBINS‐I tool is designed to evaluate the ROB in estimates of

the comparative effectiveness of interventions in studies where partic-

ipants were not randomly allocated.6 It was developed as a collabora-

tion between the Cochrane Bias Methods Group and the Cochrane

NRS for Interventions Methods Group. It is composed of 7 core

domains, which then have up to 8 individual points to be assessed;

there are a total of 34 questions over the tool's 22 pages. Each domain

is rated as low, moderate, serious, or critical ROB with the overall study

rating taking the rating of the worst performing domain. The tool is

also accompanied by 53 pages of detailed guidance.22

The Joanna Briggs Institute (JBI) at the University of Adelaide has

3 versions of the Meta‐Analysis of Statistics Assessment and Review

Instrument with appropriate usage dependent on the design of

included studies. Randomized and quasi‐RCTs are considered together

with 10 questions for critical appraisal; there are 9 questions to

critically appraise comparable cohort/case‐control studies and 9 for

descriptive/case series studies. The critical appraisal is incorporated

into the analytical module of the JBI systematic review software, and

guidance is provided for each instrument.23

TheMINORS was designed to assess the quality of surgical interven-

tion studies. The MINORS is composed of 8 methodological items appli-

cable to all NRS and 4 additional items, which should be applied in the case

of comparative studies. Each item scores 2 for reported and adequate, 1

for reported but inadequate, or 0 for not reported, giving a maximum

score of 16 for noncomparative studies or 24 for comparative studies.24
The Newcastle‐Ottawa Quality Assessment Scale was developed

as a collaboration between the Universities of Newcastle, Australia,

and Ottawa, Canada, and includes separate instruments for case‐control

and cohort studies. There are 3 domains: selection (4 questions), compa-

rability (1 question), and exposure (3 questions), giving a total of 8 ques-

tions. Studies can score up to 9 stars, with up to 2 stars being awarded

for comparability. A brief coding manual accompanies each instrument.

The SIGN has a range of methodology checklists; for NRS, one

addresses case‐control studies, and a second covers cohort studies.

For cohort studies, there are 18 statements listed that reviewers check

against the study; some statements are only applicable in certain cases,

eg, in prospective studies, and these are indicated. For case‐control

studies, there are 15 statements.9 Notes are provided for each checklist.
4 | DISCUSSION

This review of critical appraisal tools identified 48 different tools that

were used in at least one published review. We have highlighted sim-

ilarities and differences between the most commonly used tools

designed specifically for use with NRS. The complexity and relevance

of the tools were highly variable. Some appraisal tools included a sim-

ple answering mechanism: “yes” or “no,” thus facilitating rapid comple-

tion (eg, GRACE, and JBI). Tools for assessing the quality of RCTs were

frequently applied inappropriately to NRS. Whilst Cochrane does state

that the ROB tool for RCTs may be useful to assess some aspects of

bias in controlled studies and prospective cohort studies, this tool

may not be appropriate to capture all important aspects of bias or for

other NRS designs.7 The publication of the ROBINS‐I tool, and its

use in Cochrane systematic reviews, may change the future landscape

of commonly used NRS critical appraisal tools and is likely to be

favoured in a forthcoming edition of the handbook since the current

guidance is based on review from 2003.25 As a new tool, there is a lack

of published critique on its usage. However, whilst anecdotal evidence

from colleagues at the Universities of Leicester and Southampton

acknowledged that although a popular tool it was onerous, others

found the ROBINS‐I tool suitable for the inexperienced reviewer

through well‐defined domains and thorough guidance.26 It also offered

the ability to differentiate between poor quality studies in Gardener's

analysis,26 another frequent criticism of some of the shorter tools.

Whilst being acknowledged for its ease of use and a convenient

scoring system,25,27 the more established NOS has been criticized on

concerns of lacking guidance,28 inter‐rater reliability,29 and in terms

of the validity of being a scoring system, which in this case rates each

awarded “star” equally.30

In fact, several of the tools considered here have scoring systems

(eg, NOS). Scoring systems are by their nature attractive for conducting

subgroup analysis or meta‐regression. However, Cochrane recom-

mends against the use of scales that provide scores, as these give equal

weight to each criterion being assessed without regard to their relative

importance,7 a common criticism of the Jadad score in RCTs. Berger31

also highlights the limitations of additive scoring systems, whereby

one unacceptable domain score does not relegate a study to being poor

quality. This is in contrast to the ROBINS‐I tool that adopts more of a

multiplicative approach; a study is rated at an overall ROB equal to its
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worst domain. Hence, a study is rated at serious ROB if at least one of

its domains is rated as serious. The onus falls on HTA bodies to provide

a clearer indication of how theywish critical appraisals to be conducted.

There is little consensus regarding which is the most appropriate

critical appraisal tool to use for NRS. The different methodological

quality and variability in reporting of NRS make consistent assessment

of ROB difficult.32

Whilst HTA bodies do recommend the use of a validated critical

appraisal tool, this process is undefined, and we noted considerable

variability in the domains assessed in each appraisal tool. Previous

research has indicated that the tools are often based on the

developer's concept of research quality and that more stringent valida-

tion techniques are needed.33

We recommend that, to obtain the most meaningful indication of

bias, reviewers should select the most appropriate NRS‐specific

appraisal tool for the studies identified by their systematic reviews.

To comment on the appropriateness of any one NRS tool is beyond

the scope of this review; however, several research groups have inves-

tigated this question. For example, the Agency for Healthcare

Research and Quality recommends that the critical appraisal instru-

ment chosen should have proven validity and transparency in how

the assessments are made, be specific to the study design, and should

not implement an overall composite score.3 The use of tools designed

to assess bias in RCTs should be avoided as the biases specific to NRS

will not be adequately assessed by such tools. As shown by our study,

appraisal tools may be specific to a particular NRS design, and some

may be applicable only to prospective designs (eg, ISPOR) or to

comparative studies (eg, ROBINS‐I). Indeed, because of significant

differences in study design, more than one tool may be necessary for

any given systematic review. The interpretation and ease of use of

the tool will also come into consideration: some of the tools described

require considerable knowledge of study design (JBI MAStARI), whilst

others have extensive domain descriptions that may take a consider-

able amount of time to work through (eg, ISPOR and ROBINS‐I). The

Cochrane ROB tool for RCTs has a simple “traffic light” system to dis-

play an overall summary of the ROB in included studies; unfortunately,

none of the tools identified for NRS offer such a straightforward but

effective output. Appraisal tools that exceed the 7‐item length in the

Cochrane ROB tool for RCTs may be more difficult to interpret, time

consuming to complete, and may be more prone to error to be used

in meaningful discussions around study quality. Assessment of the

quality of NRS is becoming more and more important as such evidence,

together with real‐world data, plays an increasingly important role in

health care decision making.
5 | CONCLUSION

There is little consensus around the most appropriate critical appraisal

tool to use for NRS. The authors believe that whilst no single tool exists

that can be used to assess ROB across all study designs, a consensus on

a small suite of tools that could be used for NRS, dependent on design

of studies in the review, would be preferable to no guidance.

Researchers should select the most appropriate appraisal tool for the

review based upon study design, focusing on those tools specific to
NRS, and practical considerations such as the size of their review to

provide themost meaningful indication of bias associated with included

studies, whilst keeping abreast of ongoing research in this area.
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Background

• Observational studies – aetiological 

hypotheses (small RR but large PAF)

• Systematic review methodology (inc. 
meta-analysis) attractive – precise 

estimate when magnitude of risk is 

small

• Caution required (susceptibility to bias)!



Bias and Confounding

• “...thorough consideration of sources of 

heterogeneity between observational 

study results...” Egger et al, 2003

Newcastle-Ottowa Scale

“Easy, convenient tool for quality 

assessment of non-randomised studies”



Newcastle-Ottowa Scale

Case-Control Studies and Cohort Studies

Star system based on three domains:

1)Selection of Study Groups

2)Comparability of Groups

3)Ascertainment of exposure/ outcome

Development: Grouping Items

• Cohort studies
• Selection of cohorts

• Comparability of cohorts

• Assessment of outcome

• Case-Control studies
• Selection of case and controls

• Comparability of cases and controls

• Ascertainment of exposure



Development: Identifying Items

• Identify ‘high’ quality choices with a 

‘star’

• A maximum of one ‘star’ for each item 
within the ‘Selection’ and 

‘Exposure/Outcome’ categories; 

maximum of two ‘stars’ for 

‘Comparability’

Current Development: Validity 

• Face/content validity

• Criterion validity

• Construct validity

• Inter and Intra-rater Reliability



Future Development: Scoring 

• Identify threshold score distinguishing 

between ‘good’ and ‘poor’ quality 

studies

N EWCASTLE - O TTAW A Q UALITY ASS ESSMENT SCALE

CASE CON TRO L ST UD IES

Note: A study can be awarded a ma ximum of one star for each numbered item within the Selection and

Exposure categories. A maximum of two stars can be given for Comparability.

Selection

1) Is the case definition adequate?

a) yes, with independent validation ����

b) yes, eg record linkage or based on self reports

c) no description

2) Representativeness of the cases

a) consecutive or obviously  representative series of cases  ����

b) potential for selection biases or not stated

3) Selection of Controls

a) community controls ����

b) hospital controls

c) no description

4) Definition of Controls

a) no history of disease (endpoint) ����

b) no description of source

Compara bility

1) Comparability of cases and controls on the basis of the design or analysis

a) study controls for _______________  (Selec t the most important factor.)  ����

b) study controls for any additional factor ����  (This criteria  could be modified to indica te specific             

      control for a second important factor.)

Exposure

1) Ascertainment of exposure

a) secure record (eg surgical records) ����

b) structured interview where blind to case/control status ����

c) interview not blinded to case/control status

d) written self report or medical record only

e) no description

2) Same method of ascertainment for cases and controls

a) yes ����

b) no

3) Non-Response rate

a) same rate for both groups ����

b) non respondents described

c) rate different and no designation



Newcastle-Ottawa Quality Assessment Scale:  
Case-Control Studies

• Selection (4)

• Comparability (1)

• Exposure (3)

– A study can be awarded a maximum of  one star for each 

numbered item within the Selection and Exposure categories.  

A maximum of two stars can be given for Comparability

1.  Is the case definition adequate?

a) yes, with independent validation  ♦

b) yes, eg record linkage or based on self reports

c) no description

2.  Representativeness of the cases

a) consecutive or obviously representative series of cases ♦

b) potential for selection biases or not stated

3.  Selection of Controls

a) community controls  ♦

b) hospital controls

c) no description

4.  Definition of Controls

a) no history of disease (endpoint) ♦

b) no description of source

Selection



Comparability

1.  Comparability of cases and controls on the basis of the design or 

analysis

a) study controls for ___________ (select  the most important factor)  ♦

b) study controls for any additional factor (This criteria could be modified to 

indicate specific control for a second important factor.) ♦

Exposure

1.  Ascertainment of exposure

a) secure record (eg surgical records)  ♦

b) structured interview where blind to case/control status ♦

c) interview not blinded to case/control status

d) written self report or medical record only

e) no description

2.  Same method of ascertainment for cases and controls 

a) yes  ♦

b) no

3.  Non-Response Rate

a) same rate for both groups  ♦

b) non respondents described

c) rate different and no designation



NEWCAS TLE - O TTAW A Q UALITY ASS ESS MENT SCA LE

CO HORT S TUDIES

Note: A study can be awarded a ma ximum of one star for each numbered item within the Selection and

Ou tcome categories. A maximum of two stars can be given for Comparability

Selection

1) Representativeness of the exposed cohort

a) truly representa tive of the average _______________ (describe) in the community ���� 

b) somewhat representative of the average ___ ___________ in the community ����

c) selected group of users eg nurses, volunteers

d) no description of the derivation of the cohort

2) Selection of the non exposed cohort

a) drawn from the same community as the exposed cohort ����

b) drawn from a different source

c) no description of the deriva tion of the non exposed cohort

3) Ascertainment of exposure

a) secure record (eg surgica l records) ����

b) structured interview ����

c) written self report

d) no description

4) Demonstration that outcome of interest was not present at sta rt of study

a) yes ����

b) no

Compara bility

1) Comparability of cohorts on the basis of the design or analysis

a) study controls for ___________ __ (select the most important factor) ����

b) study controls for any additional factor ����  (This criteria could be modified to indicate specific    

              control for a second important factor.)

Outcome

1) Assessment of outcome 

a) independent blind assessment ���� 

b) record linkage ����

c) self report

d) no description

2) Was follow-up long enough for outcomes to occur

a) yes (select an adequate follow up period for outcome of interest) ����

b) no

3) Adequacy of follow up of cohorts

a) complete follow up - a ll subjects accounted for ���� 

b) sub jects lost to follow up unlikely to introduce bias - small number lost - > ____ % (select an      

              adequate %) follow up, or description provided of those lost) ����

c) follow up rate < ____% (select an adequate %) and no description of those lost

d) no sta tement

Newcastle-Ottawa Quality Assessment Scale:  
Cohort Studies

• Selection (4)

• Comparability (1)

• Outcome (3)

– A study can be awarded a maximum of  one star for each 

numbered item within the Selection and outcome categories.  

A maximum of two stars can be given for Comparability



Selection
1.  Representativeness of the exposed cohort  

a) truly representative of the average ___________ (describe)  in the community ♦

b) somewhat representative of the average ___________ in the community ♦

c) selected group of users eg. nurses, volunteers

d) no description of the derivation of the cohort

2.  Selection of the non exposed cohort

a) drawn from the same community as the exposed cohort  ♦

b) drawn from a different source

c) no description of the derivation of the non exposed  cohort

3.  Ascertainment of exposure

a) secure record (eg .surgical records)  ♦

b) structured interview  ♦

c) written self report

d) no description

4.  Demonstration that outcome of interest was not present at start of study

a) yes  ♦

b) no

Comparability

1.  Comparability of cohorts on the basis of the design or analysis

a) study controls for ___________ (select  the most important factor)  ♦

b) study controls for any additional factor (This criteria could be modified to 

indicate specific control for a second important factor.) ♦



Outcome

1.  Assessment of outcome

a) independent blind assessment  ♦

b) record linkage ♦

c) self report

d) no description

2. Was follow up long enough for outcomes to occur 

a) yes  (select an adequate follow up period for outcome of interest) ♦

b) no

3.  Adequacy of follow up of cohorts

a) complete follow up - all subjects accounted for ♦

b) subjects lost to follow up unlikely to introduce bias  - small number    

lost - > ___ % (select an adequate %) follow up, or description of those 

lost) ♦

c) follow up rate < ___% (select an adequate %) and no description of 

those lost

d) no statement

Risk of Low Birth Weight and 

Stillbirth Associated With Indoor Air 

Pollution From Solid Fuel Use in 

Developing Countries

Pope D, Epidemiologic Reviews, 2010



• Clearly formulated question

• Comprehensive data search

• Unbiased selection and abstraction  
process

• Critical appraisal of data

• Synthesis of data

• Perform sensitivity and subgroup 
analyses if appropriate and possible

• Prepare a structured report

Steps of a Cochrane Systematic 

Review

Objective

• Quantify the association between exposure to indoor 

air pollution and low birth weight



Inclusion Criteria

• Types of studies

– All study designs (intervention; observational)

• Population

– Live singleton births

• Exposure

– Any reporting of exposure to IAP (including solid fuel use 

etc)

• Outcomes

– Studies reporting actual birth weight or LBW (<2500g)

• Clearly formulated question

• Comprehensive data search

• Unbiased selection and abstraction  
process

• Critical appraisal  of data

• Synthesis of data

• Perform sensitivity and subgroup 
analyses if appropriate and possible

• Prepare a structured report

Steps of a Cochrane Systematic 

Review



Search Strategy

• Electronic Search of:

– MEDLINE

– EMBASE

– Cochrane Controlled Trials Register

– CINAHL

– LILACS

• Other Data Sources:

– Grey literature (PASCAL, ICP)

– Contact with experts, review of references cited in 
retrieved articles

• Clearly formulated question

• Comprehensive data search

• Unbiased selection and abstraction  
process

• Critical appraisal  of data

• Synthesis of data

• Perform sensitivity and subgroup 
analyses if appropriate and possible

• Prepare a structured report

Steps of a Cochrane Systematic 

Review



Data Extraction

• 2 independent reviewers selected studies

• 2 independent reviewers extracted data using 

pre-determined forms

– study design

– population characteristics

– Exposure (IAP)

– Outcomes (LBW)

– results

• differences resolved by consensus

Results

982 (from database search)

29 (abstract review)

7 (article review)

4 (selected for review)

6 (included in review)
2 unpublished studies 

identified



• Clearly formulated question

• Comprehensive data search

• Unbiased selection and abstraction  
process

• Critical appraisal  of data

• Synthesis of data

• Perform sensitivity and subgroup 
analyses if appropriate and possible

• Prepare a structured report

Steps of a Cochrane Systematic 

Review

Studies included:

• 6 studies for data extraction (from 982)

• 2 cohort 

2 cross-sectional 

1 case-control

1 intervention study



Quality assessment:

Selection – 4 stars:
(representativeness; exposure assessment – cohort/ 

cross-sectional; control selection – case-control)

Comparability – 2 stars:
(adjustment for main/ additional confounders eg. active/ 

passive maternal smoking, gestational age, nutrition 

etc)

Outcome/ Exposure – 3 stars:
(adequacy of outcome (measured LBW) and exposure 

(indoor air pollution – measured vs self-report)

Quality assessment:

Selection    Comparability   Outcome/ Exposure

Boy, 2002 (CS)

Mavalankar, 1992 (CC)

Mishra, 2004 (CS)

Siddiqui, 2008 (C)

Tielsch, 2009 (C)

Thompson, 2005 (RCT)



Quality assessment:

Selection    Comparability   Outcome/ Exposure

Boy, 2002 (CS)

Mavalankar, 1992 (CC)

Mishra, 2004 (CS)

Siddiqui, 2008 (C)

Tielsch, 2009 (C)

Thompson, 2005 (RCT)

• Clearly formulated question

• Comprehensive data search

• Unbiased selection and abstraction  
process

• Critical appraisal  of data

• Synthesis of data

• Perform sensitivity and subgroup 
analyses if appropriate and possible

• Prepare a structured report

Steps of a Cochrane Systematic 

Review



Quantification of Effects

• Exposure (e.g. solid fuel vs clean fuel)

• Outcome (%LBW) 

• Effect estimates (EE)

• Relative Risk (RR) 

• Odds Ratio (OR)

• Fixed-effect meta-analysis in the 

absence of statistical heterogeneity

OR = 1.38 (1.25, 1.52), p<0.0001



OR = 1.38 (1.25, 1.52), p<0.0001

OR = 1.41 (1.27, 1.56) (exclude poor quality)

Interpretation Crucial:

• Exclusion from sensitivity analysis 

based on (i) birth weight based on self-

reports (50%), (ii) no information on 

gestational age and (iii) unadjusted 

analysis



Applications:

• Assess quality of nonrandomized 

studies

• Incorporate assessments  in 
interpretation of meta-analytic results

• Valid, repeatable and simple

• Limitations: 

� Study Designs � Too Simplistic

The Newcastle-Ottawa Scale (NOS) 

for Assessing the Quality of 
Nonrandomized Studies in Meta-

Analysis

www.lri.ca

NOS Quality Assessment Scales:

Case-control studies

Cohort studies

Manual for NOS Scales



Recommended Reading....



The Newcastle-Ottawa Scale 

(NOS) for assessing the quality 

of case-control and cohort 

studies
شایان مصطفایی
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NOS tool

مقدمه

Slides  by  Shayan Mostafaei – PH.D  of  Biostatistics

risk)وژیمتدولکیفیتارزیابیبرایکهاستنظامندمرورمطالعاتدرلیستچکیکاتاوا-نیوکاسل•

of bias)وشاهدی-موردمطالعاتازاعمشدهسازیتصادفیغیرمشاهدهایمطالعات

زنیشیوعمقطعیمطالعاتبرایآنشدهسازگارنسخهالبته.شودمیاستفادهکهورت/همگروهی

.استموجود

درکهتاسکانادادراتاواواسترالیادرنیوکاسلدانشگاههایبینهمکاریحاصلاتاوا-نیوکاسلابزار•

.استشدهدادهمقیاساینبهارجاعهزار12حدودتاکنونوشدارایه2000سال
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.استانجامدرحالهمهنوزمقیاساینمداومارزیابی•



critical appraisal checklists

مطالعات risk of biasابزارهای دیگر ارزیابی 
شاهدی-همگروهی و مورد

Slides  by  Shayan Mostafaei – PH.D  of  Biostatistics

• CASP

• SIGN

• NIH

• JBI

 Among all above mentioned tools, the NOS is the most commonly used

tool nowadays



اهمیت و پیش نیازهای ارزیابی کیفیت مقالات

Slides  by  Shayan Mostafaei – PH.D  of  Biostatistics

risk)متدولوژیکیفیتارزیابی• of bias)یامقیاسیکتوسطنظامندمرورمطالعاتدراصیلمقالات

.استاهمیتموردبسیارمناسبابزار

اختارسنظیرمتعددیعواملتاثیرتختمطالعاتکیفیتارزیابیبرایمناسبمقیاسیکانتخاب•

ایندرارابزیامقیاسهرهایآیتمتعدادوسهولتوکاربراپیدمیولوژیکالدانشمطالعات،متدولوژیک

.داردحوزه

ایدبمستقلاارزیابدوحداقلارزیاب،افرادآموزشومناسبمقیاسانتخابازپساستتوجهقابل•
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NOS tool

برای مطالعات همگروهیNOSهای مقیاس دامنه آیتم

Slides  by  Shayan Mostafaei – PH.D  of  Biostatistics

• Selection of cohorts (# items=4)

• Comparability of cohorts (# items=1)

• Assessment of outcome (# items=3)



NOS tool

-برای مطالعات موردNOSهای مقیاس دامنه آیتم
شاهدی

Slides  by  Shayan Mostafaei – PH.D  of  Biostatistics

• Selection of case and controls (# items=4)

• Comparability of cases and controls (# items=1)

• Ascertainment of exposure (# items=3)



NOS tool

-برای مطالعات موردNOSهای مقیاس دامنه آیتم
شاهدی و همگروهی
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• A study can be awarded a maximum of one star for each

numbered item within the selection part.

• A study can be awarded a maximum of one star for each

numbered item within the outcome/or exposure part.

• A maximum of two stars can be given in comparability part

for each studies.



NOS tool

شاهدی-های بخش انتخاب برای مطالعات موردآیتم

Slides  by  Shayan Mostafaei – PH.D  of  Biostatistics

1) Is the case definition adequate?
a) yes, with independent validation 
b) yes, eg record linkage or based on self reports
c) no description
2) Representativeness of the cases
a) consecutive or obviously representative series of cases  
b) potential for selection biases or not stated
3) Selection of Controls
a) community controls 
b) hospital controls
c) no description
4) Definition of Controls
a) no history of disease (endpoint) 
b) no description of source



NOS tool

-پذیری برای مطالعات موردهای بخش مقایسهآیتم
شاهدی
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1) Comparability of cases and controls on the basis of the design or analysis
a) study controls for _______________  (Select the most important factor.) 
b) study controls for any additional factor 
(This criteria could be modified to indicate specific control for a second important 
factor.)



NOS tool

شاهدی-های بخش مواجهه برای مطالعات موردآیتم
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1) Ascertainment of exposure
a) secure record (eg surgical records) 
b) structured interview where blind to case/control status 
c) interview not blinded to case/control status
d) written self report or medical record only
e) no description
2) Same method of ascertainment for cases and controls
a) yes 
b) no
3) Non-Response rate
a) same rate for both groups 
b) non respondents described
c) rate different and no designation



NOS tool

های بخش انتخاب برای مطالعات همگروهیآیتم
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1) Representativeness of the exposed cohort
a) truly representative of the average _______________ (describe) in the community
b) somewhat representative of the average ______________ in the community 
c) selected group of users eg nurses, volunteers
d) no description of the derivation of the cohort
2) Selection of the non exposed cohort
a) drawn from the same community as the exposed cohort 
b) drawn from a different source
c) no description of the derivation of the non exposed cohort
3) Ascertainment of exposure
a) secure record (eg surgical records) 
b) structured interview 
c) written self report
d) no description
4) Demonstration that outcome of interest was not present at start of study
a) yes 
b) no



NOS tool

یپذیری برای مطالعات همگروههای بخش مقایسهآیتم

Slides  by  Shayan Mostafaei – PH.D  of  Biostatistics

1) Comparability of cohorts on the basis of the design or analysis
a) study controls for _____________ (select the most important factor) 
b) study controls for any additional factor 
(This criteria could be modified to indicate specific control for a second important 
factor.)



NOS tool

های بخش پیامد برای مطالعات همگروهیآیتم
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1) Assessment of outcome
a) independent or blind assessment 
b) record linkage 
c) self report
d) no description
2) Was follow-up long enough for outcomes to occur
a) yes (select an adequate follow up period for outcome of interest) 
b) no
3) Adequacy of follow up of cohorts
a) complete follow up - all subjects accounted for 
b) subjects lost to follow up unlikely to introduce bias - small number lost - > ____ % 
(select an adequate %) follow up, or description provided of those lost) 
c) follow up rate < ____% (select an adequate %) and no description of those lost
d) no statement



مثال موردی
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First 

Author
Year Country Ethnicity

NOS

score

Genotyping 

method

Sample size Cases Controls

Case Control GG GT TT GG GT TT

Dieudé 2011 French European 8 PCR 1010 990 126 453 431 155 498 297

Wang 2014 China Asian 7 PCR 387 523 10 82 273 7 119 397

Carmona 2016 Turkey European 7 PCR 353 718 48 159 146 144 330 244

Abbasi 2017 Iran Asian 7 PCR 455 455 73 208 174 65 205 185

Association between CD247 gene rs2056626 polymorphism and the risk of systemic 
sclerosis: Evidence from a systematic review and Bayesian hierarchical meta-analysis
Vanaki N and et al (2019)



مثال موردی
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Association Study of CD226 and CD247 Genes Single Nucleotide Polymorphisms
in Iranian Patients with Systemic Sclerosis

Abbasi and et.al 

3:های بخش انتخابنمره یا تعداد ستاره

1:های بخش مقایسه پذیرینمره یا تعداد ستاره

3:های بخش مواجههنمره یا تعداد ستاره



NOS vs. other tools
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Critical appraisal of nonrandomized studies—A review of recommended and commonly 
used tools
Joan M. Quigley and et al (2018)

• Our search identified 2498 references for screening. Following fullpaper review, 686 
systematic reviews that included NRS were identified and a total of 48 different 
critical appraisal tools were identified.

• The most commonly used critical appraisal tool for NRS was the Newcastle‐ Ottawa 
Scale for observational studies, reported in 142 of 686 (21%) of the systematic 
reviews. This scale allows to be modified based on a special subject.

• Whilst NOS being acknowledged for its ease of use and a convenient scoring system. 
The more established NOS has been criticized on concerns of lacking standard 
guidance, inter‐rater reliability.



NOS vs. other tools

Slides  by  Shayan Mostafaei – PH.D  of  Biostatistics



Reliability of NOS

Slides  by  Shayan Mostafaei – PH.D  of  Biostatistics

Testing the Newcastle Ottawa Scale showed low reliability between individual reviewers
Lisa Hartling and et al (2013)

• Objective: To assess inter-rater reliability and validity of the Newcastle Ottawa Scale (NOS) 
used for methodological quality assessment of cohort studies included in systematic 
reviews. A number of reviewers with different levels of training, type of training, and 
extent of experience in quality assessment and systematic reviews were included.

• Method: Two reviewers independently applied the NOS to 131 cohort studies included in 
eight meta-analyses

• Main result: Based on the total score, (kappa: 0.29 (0.10, 0.47)). The moderate agreement 
was observed in the exposure part (kappa: 0.43 (0.25, 0.61)). For all of parts of NOS, 
agreement was poor.

• Test–retest reliability for total score (ICC: 0.55 (95% CI 0.41 to 0.67)).
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Abstract
Objectives: To assess inter-rater reliability and validity of the Newcastle Ottawa Scale (NOS) used for methodological quality assess-
ment of cohort studies included in systematic reviews.

Study Design and Setting: Two reviewers independently applied the NOS to 131 cohort studies included in eight meta-analyses. Inter-
rater reliability was calculated using kappa (k) statistics. To assess validity, within each meta-analysis, we generated a ratio of pooled es-
timates for each quality domain. Using a random-effects model, the ratios of odds ratios for each meta-analysis were combined to give an
overall estimate of differences in effect estimates.

Results: Inter-rater reliability varied from substantial for length of follow-up (k 5 0.68, 95% confidence interval [CI] 5 0.47, 0.89) to
poor for selection of the nonexposed cohort and demonstration that the outcome was not present at the outset of the study (k 5 �0.03, 95%
CI 5 �0.06, 0.00; k 5 �0.06, 95% CI 5 �0.20, 0.07). Reliability for overall score was fair (k 5 0.29, 95% CI 5 0.10, 0.47). In general,
reviewers found the tool difficult to use and the decision rules vague even with additional information provided as part of this study. We
found no association between individual items or overall score and effect estimates.

Conclusion: Variable agreement and lack of evidence that the NOS can identify studies with biased results underscore the need for
revisions and more detailed guidance for systematic reviewers using the NOS. � 2013 Elsevier Inc. All rights reserved.

Keywords: Methodological quality; Internal validity; Reliability; Validity; Systematic reviews; Cohort studies

1. Introduction assessment serves to identify the strengths and limitations
The internal validity of a study reflects the extent to
which the design and conduct of the study have minimized
the impact of bias [1]. One of the key steps in a systematic
review is the assessment of internal validity (or risk of bias,
RoB) of all studies included for evidence synthesis. This
Funding disclosure and disclaimer: This manuscript is based on a pro-
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of the included studies; investigate and explain heterogene-
ity of findings across a priori defined subgroups of studies
based on RoB; and grade the quality or strength of evidence
for a given outcome.

With the increase in the number of published systematic
reviews [2] and development of systematic review method-
ology over the past 15 years [1], close attention has been
paid to methods of assessing internal validity of individual
primary studies. Until recently, this has been referred to as
‘‘quality assessment’’ or ‘‘assessment of methodological
quality’’ [1]. In this context, ‘‘quality’’ refers to ‘‘the confi-
dence that the trial design, conduct, and analysis has
minimized biases in its treatment comparisons’’ [3]. To fa-
cilitate the assessment of methodological quality, a plethora
of tools has emerged [3e6]. Some of these tools are appli-
cable to specific study designs, whereas other more generic
tools may be applied to more than one design. The tools
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What is new?

� Inter-rater reliability between reviewers on the
Newcastle Ottawa Scale (NOS) ranged from poor
to substantial but was poor or fair for most domains.

� No association was found between individual qual-
ity domains or overall quality score and effect
estimates.

� These findings underscore the need for revisions
and more detailed guidance to apply the NOS in
systematic reviews.
usually incorporate items associated with bias (e.g., blind-
ing, baseline comparability of study groups) and items
related to reporting (e.g., was the study population de-
scribed, was a sample size calculation performed) [1].

There is a need for inter-rater reliability testing of qual-
ity assessment tools to enhance consistency in their applica-
tion and interpretation across different systematic reviews.
Furthermore, validity testing is essential to ensure that the
tools being used can identify studies with biased results. Fi-
nally, there is a need to determine inter-rater reliability and
validity to support the use of individual tools that are rec-
ommended by those developing methods for systematic
reviews.

We undertook this project to assess the reliability and
validity of the Newcastle Ottawa Scale (NOS). The NOS
is a quality assessment tool for use on nonrandomized stud-
ies included in systematic reviews, specifically cohort and
caseecontrol studies. The tool was produced by the com-
bined efforts of the Universities of Newcastle, Australia,
and Ottawa, Canada [7], and was first reported at the Third
Symposium for Systematic Reviews in Oxford, United
Kingdom, in 2000 [8]. It has been endorsed for use in sys-
tematic reviews of nonrandomized studies by The Cochrane
Collaboration [1].

The NOS includes separate assessment criteria for
caseecontrol and cohort studies covering the following do-
mains: the selection of participants, comparability of study
groups, and the ascertainment of exposure (for casee
control studies) or outcome of interest (for cohort studies).
A star rating system is used to indicate the quality of
a study, with a maximum of nine stars [8]. Each criterion
receives a single star if appropriate methods have been re-
ported. The selection domain is subdivided to evaluate the
selection of the exposed and nonexposed cohorts, the ascer-
tainment of exposure, and whether the study demonstrated
that the outcome of interest was not present at the start of
the study. Comparability is the only category that may re-
ceive two stars: one if the most important confounders have
been adjusted for in the analysis and a second star if any
other adjustments were made. Outcome of interest is made
up of three questions: the appropriateness of the methods
used to evaluate the outcome, the length of follow-up,
and the degree of the loss to follow-up [7].

The developers of the NOS have examined face and cri-
terion validity, inter-rater reliability, and evaluator burden
for the NOS. Face validity has been evaluated as strong
by comparing each individual assessment item to their stem
question. Criterion validity has shown a strong agreement
with the Downs and Black assessment tool [9] on a series
of 10 cohort studies evaluating hormone replacement ther-
apy in breast cancer, with an intraclass correlation coeffi-
cient (ICC) of 0.88. Inter-rater reliability for the NOS on
cohort studies was high with an ICC of 0.94. Evaluator bur-
den, as assessed by the time required to complete the NOS
evaluation, was shown to be significantly less than the
Downs and Black tool (P ! 0.001) [10]. The authors state
that further assessment of the construct validity and the re-
lationship between the external criterion of the NOS and its
internal structures are under consideration [7]. These stud-
ies have been presented as abstracts.

The objectives of this study were to further assess the re-
liability of the NOS for cohort studies between individual
raters and assess the validity of the NOS by examining
whether effect estimates vary according to quality.
2. Methods

This article is part of a larger technical report conducted
for the Agency for Healthcare Research and Quality
(AHRQ). We followed a protocol that was developed a pri-
ori with input from experts in the field. Further details on
methodology and results are available in the technical re-
port (http://effectivehealthcare.ahrq.gov/index.cfm/search-
for-guides-reviews-and-reports/).
2.1. Study selection

We used an iterative approach to identify a sample of co-
hort studies based on meta-analyses of cohort studies. Our
operational definition of a cohort study was one in which
individuals are grouped according to exposure status at
baseline (exposed or unexposed) and are followed over
time to determine if the development of the outcome of in-
terest is different in the exposed and unexposed groups.
Data may be collected prospectively or retrospectively.
Initially, we searched reports completed through the
Evidence-based Practice Center (EPC) Program of AHRQ
to identify meta-analyses of cohort studies. We found three
EPC reports [11e13] including 36 cohort studies that met
the inclusion criteria. We subsequently conducted searches
in MEDLINE using search terms to capture systematic re-
views (meta-analys?s.mp, review.pt, and search.tw), cohort
studies (exp Cohort Studies/, cohort$.tw, (observation$ adj
stud$).tw) and meta-analyses (exp meta-analysis/, (analysis
adj3 (group$ or pool$)).tw, (forest adj plot$).mp). Results

http://effectivehealthcare.ahrq.gov/index.cfm/search-for-guides-reviews-and-reports/
http://effectivehealthcare.ahrq.gov/index.cfm/search-for-guides-reviews-and-reports/
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were limited to English language studies in humans that
were published in 2000 or later. We searched by year start-
ing with the most recent and continued until we identified
a sufficient number of studies.

A meta-analysis was considered eligible for inclusion
if it included estimates of at least 10 cohort studies based
on a dichotomous outcome showing substantial statistical
heterogeneity (i.e., I2 O 50%). Previous metaepidemiolog-
ical research has used a minimum sample size per meta-
analysis of 5e10 studies [14,15]. This ensures that there
is a sufficient pool of studies with some degree of variabil-
ity in each meta-analysis to test the hypotheses. Some de-
gree of heterogeneity is required to test whether quality,
as assessed by the NOS, can differentiate studies with dif-
ferent effect estimates.

Conducting sample size calculations for this type of re-
search is challenging and cannot be done using standard
approaches to sample size calculations for other research
designs. The parameters required for sample size calcula-
tions for research of this nature are presently unknown.
Therefore, we used a pragmatic approach to determine
sample size. This was based on previous studies in this area,
input from methodological experts, and the availability of
resources and timelines. Thus, our target sample size was
determined to consist of 125 cohort studies. Initially, 144
cohort studies from eight meta-analyses were identified;
however, 13 studies were not assessed because they were
later determined as having a design not relevant for this
research (four randomized controlled trials [RCTs]; six
case series/caseecontrols), or they could not be retrieved
(three studies). Our final sample included 131 cohort studies;
a full listing is available in the technical report (http://
effectivehealthcare.ahrq.gov/index.cfm/search-for-guides-
reviews-and-reports/).
2.2. Quality assessments

All studies were independently assessed by two re-
viewers using the NOS; the two reviewers for each study
were from two different EPCs. Both centers have extensive
background and experience in producing systematic re-
views. For the purposes of validity assessment, discrep-
ancies were resolved through discussion to produce
consensus assessments for each study.

Reviewers pilot tested the NOS on three studies [16e18]
and met by teleconference to discuss any disagreements
in general interpretation of the tool. Decision rules were
developed to accompany existing guidance for the NOS
(Appendix A). We asked clinical experts a priori to provide
the minimum length of follow-up for each review question.
We identified topic-specific confounders based on the
report in which the meta-analysis was included. We
planned for pilot testing of an additional sample of studies
if the reviewers felt there were substantial differences in
interpreting and applying the tool. This was not deemed
necessary after the initial pilot-testing phase.
2.3. Data extraction

The outcomes and data for effect estimates were extracted
from the systematic reviews andmeta-analyses andwere then
checked against the primary studies by a single reviewer.

2.4. Data analysis

2.4.1. Reliability of the NOS
Inter-rater agreement was calculated for each domain

and for overall quality assessment using weighted [19] or
unweighted Cohen kappa (k) statistics [20], as appropriate.
The former was used when domains included three or more
ordinal categories, whereas the latter was used when only
two categories were possible. Agreement was categorized
as poor (k ! 0), slight (0e0.20), fair (0.21e0.40), moder-
ate (0.41e0.60), substantial (0.61e0.80), or almost perfect
(0.81e1.0) using accepted approaches [21]. Inter-rater
agreement was based on individual reviewer assessments
before discussion and consensus.

2.4.2. Validity of the RoB tool
Because there is no gold standard against which the val-

idity of the NOS assessments can be made, we operational-
ized construct validity as differences in treatment effect
estimates for studies that met quality criteria vs. those that
did not. For example, were the effect estimates different for
studies that received one star for the representativeness of
the exposed cohort domain compared with studies that re-
ceived no star for this domain?

For the results of the individual meta-analyses, we coded
endpoints consistently so that the outcome occurrence was
undesired (e.g., death as opposed to survival). Within each
meta-analysis, we generated a ratio of odds ratio (i.e., odds
ratios for studies with and without the domain of interest or
of high/low quality as assessed by theNOS). Tomaintain con-
sistency, we used odds ratios to summarize all meta-analyses,
even if this was not the statistic that was used in the original
meta-analysis. The ratios of odds ratios for each meta-
analysis were combined to give an overall estimate of differ-
ences in effect estimates using meta-analytic techniques with
inverse-variance weighting and a random-effects model [22].

2.4.3. Software
Cohen and weighted kappa statistics were obtained us-

ing StatXact (version 7.0; Cytel Inc., Cambridge, MA).
Meta-analysis was done both in Stata (StataCorp, College
Station, TX) and Review Manager (version 5.1.5; The Co-
chrane Nordic Centre, Copenhagen)
3. Results

3.1. Description of reviewers

Sixteen reviewers from the two centers assessed the
studies using the NOS. Individuals had varying levels of
relevant training and experience with systematic reviews

http://effectivehealthcare.ahrq.gov/index.cfm/search-for-guides-reviews-and-reports/
http://effectivehealthcare.ahrq.gov/index.cfm/search-for-guides-reviews-and-reports/
http://effectivehealthcare.ahrq.gov/index.cfm/search-for-guides-reviews-and-reports/
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in general. The length of time they had worked with their
respective EPC ranged from 4 months to 10 years. Thirteen
reviewers had formal training in systematic reviews. Four
reviewers had a doctoral degree; 10 reviewers had a master’s
degree; 1 reviewer had a medical degree and master’s de-
gree; and 1 reviewer had an undergraduate degree.

3.2. Description of sample

The cohort studies were taken from eight meta-analyses
in a variety of clinical areas. These are described in Table 1
[11e13,23e27].

3.3. Inter-rater reliability

Inter-rater reliability for the 131 cohort studies is pre-
sented by domain in Table 2. The item ‘‘was the followup
long enough for the outcome to occur’’ had the highest
level of agreement, which was considered substantial. Reli-
ability was moderate for both ascertainment of exposure
and ascertainment of outcome. Reliability was fair for rep-
resentativeness of the cohort and slight for comparability of
cohorts and adequacy of followup of cohorts. Selection of
the nonexposed cohort and demonstration that the outcome
was not present at the outset of the study had poor reliabil-
ity. Reliability for the overall score (total number of stars)
was fair (k 5 0.29, 95% confidence interval 5 0.10, 0.47).

In general, the reviewers found the tool difficult to use.
They found the decision rules to be vague, even with the
additional information we provided as part of this study.
General points that arose were whether to assess each study
Table 1. Description of systematic reviews/meta-analyses of cohort studies

Topic area Descriptio

Breastfeeding and asthma [11] Association between as
�3 mo for children w
asthma or atopy

Impaired glucose tolerance and diabetes mellitus
[13]

Progression to diabetes
impaired fasting gluc
tolerance vs. normal

Cardiac resynchronization therapy and all-cause
mortality [12]

All-cause mortality for
cardiac defibrillators
therapy

Drug-resistant tuberculosis and positive treatment
outcome [26]

Association between th
extensively drug-resi
outcomes (i.e., cure

Statins and mortality from severe infections and
sepsis [27]

Mortality from any cau
infection using a sta
with placebo

Red meat intake and prostate cancer [24] Association between co
of red meat and pros

Overweight and obesity and preterm birth before
37 wk [23]

Risk of preterm birth b
obese women compa
in cohort studies

Antenatal depression and preterm birth [25] Association between m
during pregnancy and
gestation)

Abbreviation: EPC, Evidence-based Practice Center.
based on the individual report or as it related to the system-
atic review question. For instance, if the systematic review
question was specific to a particular population, then the
study population may be representative. However, the study
population may not be representative of the average popu-
lation in the community (first NOS item). Similarly, re-
viewers wanted specific guidance on whether to base
assessments on the information contained in the specific
study report or whether to incorporate information from
other reports of the same study. For instance, in numerous
cases studies, authors would refer to another publication for
details on the sample or specific methods. Studies could be
unnecessarily penalized if they did not incorporate other
pertinent information that was available from other reports.

Reviewers found it difficult to determine the difference
between some of the response options. For example, two
of the response options for item 1 regarding the exposed co-
hort are ‘‘truly’’ vs. ‘‘somewhat’’ representative. Some re-
viewers questioned whether this distinction was important,
as both responses garnered a star for that item; hence, there
was no difference in the final score. Also with respect to the
first item, reviewers were uncertain regarding what makes
a population ‘‘selected.’’ Some interpreted this to include
populations with unequal representation of a certain group
(e.g., 90% males, all patients had organ transplant), whereas
others relied on the methods of selection (e.g., volunteers,
select group such as nurses). Likewise, reviewers questioned
the difference between the ‘‘structured interview’’ and
‘‘written self-report’’ categories for ascertainment of expo-
sure. For example, researchers may use structured validated
included in sample

n of meta-analysis Source
Number of studies

included in our sample

thma risk and breastfeeding
ithout family history of

EPC report 10

mellitus for individuals with
ose or impaired glucose
glucose tolerance

EPC report 17

individuals with implantable
compared with usual medical

EPC report 11

erapeutic approaches of
stant tuberculosis and favorable
or treatment completion)

MEDLINE 13

se in patients with sepsis and/or
tin for any indication compared

MEDLINE 20

nsumption (high vs. low intake)
tate cancer

MEDLINE 15

efore 37 wk in overweight and
red with women of normal weight

MEDLINE 38

aternal depressive symptoms
risk of preterm birth (!37 wk’

MEDLINE 20



Table 2. Inter-rater reliability on NOS assessments, by domain

Domain Agreement ka (95% CI) Interpretation [21]

Representativeness of the exposed cohort 0.23 (0.09, 0.41) Fair
Selection of the nonexposed cohort �0.03 (�0.06, 0.00) Poor
Ascertainment of exposure 0.43 (0.25, 0.61) Moderate
Demonstration that the outcome was not present at outset of study �0.06 (�0.20, 0.07) Poor
Comparability 0.18 (�0.12, 0.47) Slight
Assessment of outcome 0.49 (0.28, 0.70) Moderate
Length of follow-up sufficient 0.68 (0.47, 0.89) Substantial
Adequacy of participant follow-up 0.29 (0.12, 0.46) Fair
Total stars 0.29a (0.10, 0.47) Fair

Abbreviations: NOS, Newcastle Ottawa Scale; 95% CI, 95% confidence interval.
a We used a weighted kappa for the total score as it assumes some ordinality in the assessment; other kappas are not weighted, that is, Cohen

kappa.
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surveys or questionnaires (e.g., 36-Item Short Form Health
Survey), but these are completed independently by the study
participant.

Reviewers were uncertain on how to assess the item on
comparability. Some studies discussed testing different
confounders in their models but only included the con-
founders that showed a significant difference in the final
model. Reviewers were unsure whether to indicate that
the study adequately controlled for confounding.

Reviewers questioned what some domains actually mea-
sured. For instance, whether the selection domain assesses
bias in how the participants were selected, or whether it is
intended to assess the applicability of the study population
to the population in general.

Reviewers would have liked ‘‘unclear’’ or ‘‘no descrip-
tion’’ options for some items, in particular for the last item
on ‘‘adequacy of follow-up of cohorts.’’ They identified an
additional problem with the response categories for this
item. The second response option is either a small number
lost or description provided of those lost. The third option
is a larger number lost and no description of those lost.
However, there is no response option that includes a larger
number lost and a description is provided (e.g., that indi-
cates there was no imbalance between groups).

3.4. Validity

We found no association between individual NOS items
or overall NOS score and effect estimates (Table 3;
Table 3. Results of meta-analysis of quality items and measures of associat

Domain

Representativeness of the exposed cohort
Selection of the nonexposed cohort
Ascertainment of exposure
Demonstration that the outcome was not present at the outset of study
Comparability
Assessment of outcome
Length of follow-up adequate
Adequacy of participant follow-up

Abbreviations: ROR, ratio of odds ratios; 95% CI, 95% confidence inte
RORs that are greater than 1 indicate that studies of higher quality had

presented were pooled across all the eight meta-analyses that provided dat
same for a quality item, that meta-analysis did not contribute to that ROR.
Appendix B). The pooled ratios of odds ratio estimates
were not statistically significant for any of the NOS items.
4. Discussion

This is the first study to our knowledge that has examined
inter-rater reliability and construct validity of the NOS by re-
searchers who were not involved in the development of the
tool. We found wide variation in the degree of inter-rater
agreement across the domains of theNOS, ranging from poor
to substantial. The domain about the length of follow-up had
substantial agreement; this finding was not surprising. The
domain asked ‘‘Was the follow-up long enough for the out-
come to occur?’’ Given the feedback obtained a priori from
clinical experts, the assessors had very specific guidance
for this item. The agreement for ascertainment of exposure
and assessment of outcome was moderate, suggesting that
the wording and response options are reasonable. The re-
maining items had poor, slight, or fair agreement that may
be because of the wording of the questions and available re-
sponse options. Some of the disagreement is likely attribut-
able to inadequate reporting at the study level [1]; for
example, if reporting was unclear, reviewers may have made
different assumptions or interpretations of the methods used.
Our findings showed less inter-rater agreement compared
with an assessment completed by the developers of the tool
that found a high ICC (0.94) based on assessments of 10 co-
hort studies by two raters [9]; however, differentmetricswere
ion

ROR 95% CI

1.01 0.85, 1.20
1.83 0.92, 3.64
1.13 0.93, 1.37
0.72 0.49, 1.07
0.86 0.56, 1.31
1.04 0.79, 1.38
0.84 0.55, 1.27
0.99 0.91, 1.08

rval.
larger effect sizes on average than studies of lower quality. The RORs
a for that quality item; if all studies in a meta-analysis were rated the
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used to assess inter-rater reliability, and these may not be di-
rectly comparable.

We found no association between NOS items and effect
estimates using metaepidemiological methods that control
for heterogeneity because of condition and intervention.
This may have been because of inadequate power, never-
theless it is consistent with previous claims that ‘‘the
NOS includes problematic items with an uncertain valid-
ity’’ [28]. Previous research by the tool developers showed
criterion validity by comparing the NOS with another scale
(Downs and Black; ICC 5 0.88); however, the sample in-
cluded only 10 studies in a single topic area [9].

Although our results are less than optimal, they are not
necessarily surprising. First, there is no widely accepted
tool for assessing quality of nonrandomized studies. Sec-
ond, there is relatively less experience of the systematic re-
view community with nonrandomized studies as many
reviews focus on RCTs. Finally, quality assessment of non-
randomized studies is inherently more challenging and pos-
sibly more subjective than for randomized trials as it
involves more detailed assessment of selection bias and
careful consideration of confounding.
4.1. Implications for practice

The findings of this research have important implica-
tions for practice and the interpretation of evidence. The
low level of agreement between reviewers puts into ques-
tion the validity of quality assessments using the NOS
within any given systematic review. Moreover, in measure-
ment theory, reliability is a necessary condition for validity
(i.e., without being reliable, a test cannot be valid). System-
atic reviewers are urged to incorporate considerations of
study quality into their results. Furthermore, integration
of the Grading of Recommendations Assessment, Develop-
ment and Evaluation (GRADE) tool into systematic re-
views necessitates the consideration of quality
assessments in rating the strength of evidence and ulti-
mately recommendations for practice [29]. The results
and interpretation of a systematic review will be misleading
if they are based on flawed assessments of quality.

Our results underscore the need for reviewers and review
teams to be aware of the limitations of existing tools to
assess quality of cohort studies and to be transparent in
the process of quality assessment. Detailed guidelines, de-
cision rules, and transparency are needed so that readers
and end users of systematic reviews can see how the tools
were applied. Furthermore, pilot testing and development
of review-specific guidelines and decision rules should be
mandatory and reported in detail.

The NOS in its current form does not appear to provide
reliable quality assessments and requires further develop-
ment and more detailed guidance. The NOS was previously
endorsed by The Cochrane Collaboration [1]; however,
more recently, the Collaboration has proposed a modified
RoB tool to be used for nonrandomized studies [30]. A
new tool developed through the EPC program for quality
assessment of nonrandomized studies offers another alter-
native [31]. Both of these tools require independent assess-
ment for validity and reliability.

4.2. Future directions

There is a need for more detailed guidelines to apply the
NOS and revisions to the tool to enhance clarity. Additional
testing should occur after further revisions to the tool and
when expanded guidelines are available. We have identified
specific items for which clearer guidance is needed. A liv-
ing database that collects examples of quality assessments
and consensus from a group of experts would be a valuable
contribution to this field. Individual review teams and re-
search groups should be encouraged to begin identifying
examples, and these could be compiled across programs
(e.g., the EPC program) and entities (e.g., The Cochrane
Bias Methods Group) and made widely accessible. Finally,
consensus in this field is needed in terms of the threshold
for inter-rater reliability of a measurement before it can
be used for any purpose, even descriptive purposes (i.e., de-
scribing the RoB or quality of a set of studies).

4.3. Strengths and limitations

This is the first study to our knowledge that examined
reliability and validity of the NOS by researchers who were
not involved in developing the tool. The main limitation of
the research is that the sample size (131 cohort studies)
may not have provided sufficient power to detect statisti-
cally significant differences in effect estimates according
to predefined categories of quality. We specifically selected
meta-analyses with substantial heterogeneity to optimize
our potential to see whether quality as assessed with the
NOS might explain variations in effect estimates. The re-
sults may only apply to cohort studies with a direct compar-
ison and dichotomous outcomes.

We involved a number of reviewers with different levels
of training, type of training, and extent of experience in
quality assessment and systematic reviews. Some of the
variability or low agreement may be attributable to charac-
teristics of the reviewers; however, our study was not de-
signed to examine these potential sources of variability.
Agreement may be higher among individuals with more di-
rect experience or specific postgraduate training in research
methods or epidemiology. Nevertheless, all reviewers had
previous experience in systematic reviews and quality as-
sessments and likely represent the range of individuals that
would typically be involved in these activities when con-
ducting a systematic review.
5. Conclusions

More specific guidance is needed to apply and interpret
quality assessment tools. We identified specific items



988 L. Hartling et al. / Journal of Clinical Epidemiology 66 (2013) 982e993
within the NOS where agreement is low. This information
provides direction for more detailed guidance. Low agree-
ment between reviewers has implications for incorporation
of quality assessments into results and grading the strength
of evidence. The low agreement, combined with no evi-
dence that the NOS is able to identify studies with biased
results, underscores the need for revisions and more de-
tailed guidance to apply the NOS in systematic reviews.
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Appendix A

Decision rules for application of the Newcastle
Ottawa Scale

The following coding instructions are taken from the
Newcastle Ottawa Scale Web site, http://www.ohri.ca/
programs/clinical_epidemiology/oxford.asp. Text in italics
indicates additional guidance for reviewers agreed on dur-
ing the initial training teleconference.

Coding manual for cohort studies

Selection
1. Representativeness of the exposed cohort

Item is assessing the representativeness of exposed indi-
viduals in the community not the representativeness of
the sample of women from some general population.
For example, subjects derived from groups likely to
contain middle class, better educated, health-oriented
women are likely to be representative of postmenopausal
estrogen users, although they are not representative of
all women (e.g., members of a health maintenance
organization [HMO]) will be a representative sample of
estrogen users. Although the HMO may have an under-
representation of ethnic groups, the poor, and poorly ed-
ucated, these excluded groups are not the predominant
users of estrogen).

a) Truly representative of the average in the
community*
b) Somewhat representative of the average in the
community*

c) Selected group of users, for example, nurses,
volunteers

d) No description of the derivation of the cohort

2. Selection of the nonexposed cohort

a) Drawn from the same community as the exposed
cohort*

b) Drawn from a different source*
c) No description of the derivation of the nonexposed

cohort

3. Ascertainment of exposure

a) Secure record (e.g., surgical records, medical re-
cords)*

b) Structured interview*
c) Written self-report

4. Demonstration that outcome of interest was not pres-
ent at the start of study

In the case of mortality studies, outcome of interest is
still the presence of a disease/incident, rather than death.
That is to say that a statement of no history of disease or
incident earns a star.

a) Yes*
b) No

Comparability
1. Comparability of cohorts on the basis of the design

or analysis

A maximum of two stars can be allotted in this category.
Either exposed and nonexposed individuals must be

matched in the design, and/or confoundersmust be adjusted
for in the analysis. Statements of no differences between
groups or that differences were not statistically significant
are not sufficient for establishing comparability. Note: If
the relative risk for the exposure of interest is adjusted for
the confounders listed, then the groups will be considered
to be comparable on each variable used in the adjustment.

There may be multiple ratings for this item for different
categories of exposure (e.g., ever vs. never, current vs. pre-
vious or never).

Please see the accompanying background sheet to de-
termine what confounders are considered important for
each review topic.

If the outcome/condition of interest is gender specific
(i.e., depression in pregnancy), only evaluate ‘‘a’’ on
whether the researchers controlled for age.

a) Study controls for age/sex (the most important
factor)*

b) Study controls for any additional factor*

http://www.ohri.ca/programs/clinical_epidemiology/oxford.asp
http://www.ohri.ca/programs/clinical_epidemiology/oxford.asp
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Outcome
1. Assessment of outcome

For some outcomes (e.g., fractured hip), reference to the
medical record is sufficient to satisfy the requirement for
confirmation of the fracture. This would not be adequate
for vertebral fracture outcomes where reference to X-
rays would be required.

a) Independent or blind assessment stated in the paper
or confirmation of the outcome by reference to se-
cure records (X-rays, medical records, etc.)*

b) Record linkage (e.g., identified through Interna-
tional Classification of Diseases codes on database
records)*

c) Self-report (i.e., no reference to original medical re-
cords or X-rays to confirm the outcome)

d) No description.

2. Was follow-up long enough for outcomes to occur?

Please see the accompanying background sheet to deter-
mine what the minimum required follow-up period is for
each review topic.

a) Yes*
Appendix B. Ratios of odds ratios for each
meta-analysis and all meta-analyses combined for
each quality item in the Newcastle Ottawa Scale

a) Representativeness of the exposed cohort

Review Ratio of odds ratio (95%

1. Statins 1.16 (0.79,
2. Prostate cancer 0.92 (0.68,
3. Obesity 1.30 (0.87,
4. Glucose 1.44 (0.92,
5. Breastfeeding 0.76 (0.50,
6. Depression 0.89 (0.76,
7. Cardiac radiation therapy Not estim
Total (95% confidence interval) 1.01 (0.85,

Heterogeneity: Tau2 5 0.02; Chi2 5 8.38, df 5 5 (P 5 0.14); I2 5 40
Test for overall effect: Z 5 0.09 (P 5 0.93).
b) No
If the follow-up period is reported with a mean

and a range, and the mean is longer than the re-
quired minimum, rate it as ‘‘yes.’’

3. Adequacy of follow-up of cohorts

This item assesses the follow-up of the exposed and non-
exposed cohorts to ensure that losses are not related to
either the exposure or the outcome.

a) Complete follow-up, all subjects accounted for*
b) Subjects lost to follow-up are unlikely to introduce

biasdsmall number lost (less than 20%)
c) Follow-up rate !80% and no description of those

lost
d) No description or unclear

If follow-up rates vary by outcome, use the out-
come included in the meta-analysis of the system-
atic review the article is included in.

If less than 20% of subjects were lost to follow-
up, but the difference between groups is large con-
sider downgrading to ‘‘c,’’ especially if no reasons
for difference in follow-up are provided.
confidence interval)

1.69)
1.24)
1.94)
2.27)
1.15)
1.05)
able
1.20)

%.



c) Ascertainment of exposure

Review Ratio of odds ratio (95% confidence interval)

1. Statins 1.62 (0.72, 3.64)
2. Prostate cancer 1.20 (0.88, 1.64)
3. Obesity 1.36 (0.89, 2.08)
4. Glucose 1.44 (0.92, 2.27)
5. Breastfeeding 0.71 (0.45, 1.13)
6. Depression 1.01 (0.81, 1.26)
7. Cardiac radiation therapy Not estimable
Total (95% confidence interval) 1.13 (0.93, 1.37)

Heterogeneity: Tau2 5 0.02; Chi2 5 7.57, df 5 5 (P 5 0.18); I2 5 34%.
Test for overall effect: Z 5 1.22 (P 5 0.22).

d) Demonstration that the outcome was not present at the outset of study

Review Ratio of odds ratio (95% confidence interval)

1. Statins 0.69 (0.40, 1.19)
2. Prostate cancer 0.76 (0.43, 1.36)
3. Obesity Not estimable
4. Glucose Not estimable
5. Breastfeeding Not estimable
6. Depression Not estimable
7. Cardiac radiation therapy Not estimable
Total (95% confidence interval) 0.72 (0.49, 1.07)

Heterogeneity: Tau2 5 0.00; Chi2 5 0.06, df 5 1 (P 5 0.81); I2 5 0%.
Test for overall effect: Z 5 1.61 (P 5 0.11).

b) Selection of the nonexposed cohort

Review Ratio of odds ratio (95% confidence interval)

1. Statins 1.64 (0.62, 4.33)
2. Prostate cancer Not estimable
3. Obesity Not estimable
4. Glucose Not estimable
5. Breastfeeding Not estimable
6. Depression Not estimable
7. Cardiac radiation therapy 2.05 (0.77, 5.41)
Total (95% confidence interval) 1.83 (0.92, 3.64)

Heterogeneity: Tau2 5 0.00; Chi2 5 0.10, df 5 1 (P 5 0.75); I2 5 0%.
Test for overall effect: Z 5 1.72 (P 5 0.08).
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f) Assessment of outcome

Review Ratio of odds ratio (95% confidence interval)

1. Statins 0.93 (0.41, 2.11)
2. Prostate cancer Not estimable
3. Obesity 1.10 (0.81, 1.50)
4. Glucose Not estimable
5. Breastfeeding 0.53 (0.15, 1.89)
6. Depression Not estimable
7. Cardiac radiation therapy Not estimable
Total (95% confidence interval) 1.04 (0.79, 1.38)

Heterogeneity: Tau2 5 0.00; Chi2 5 1.28, df 5 2 (P 5 0.53); I2 5 0%.
Test for overall effect: Z 5 0.31 (P 5 0.76).

e) Comparability

Review Ratio of odds ratio (95% confidence interval)

1. Statins 0.24 (0.11, 0.52)
2. Prostate cancer 0.76 (0.43, 1.36)
3. Obesity 1.57 (0.97, 2.52)
4. Glucose 1.00 (0.61, 1.64)
5. Breastfeeding 0.91 (0.58, 1.43)
6. Depression 1.59 (0.68, 3.69)
7. Cardiac radiation therapy 0.54 (0.14, 2.12)
Total (95% confidence interval) 0.86 (0.56, 1.31)

Heterogeneity: Tau2 5 0.21; Chi2 5 18.91, df 5 6 (P 5 0.004); I2 5 68%.
Test for overall effect: Z 5 0.69 (P 5 0.49).

g) Length of follow-up adequate

Review Ratio of odds ratio (95% confidence interval)

1. Statins 1.38 (0.52, 3.63)
2. Prostate cancer 0.89 (0.69, 1.16)
3. Obesity Not estimable
4. Glucose 0.45 (0.29, 0.71)
5. Breastfeeding 1.11 (0.73, 1.69)
6. Depression Not estimable
7. Cardiac radiation therapy Not estimable
Total (95% confidence interval) 0.84 (0.55, 1.27)

Heterogeneity: Tau2 5 0.12; Chi2 5 10.24, df 5 3 (P 5 0.02); I2 5 71%.
Test for overall effect: Z 5 0.85 (P 5 0.40).
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h) Adequacy of participant follow-up

Review Ratio of odds ratio (95% confidence interval)

1. Statins 0.79 (0.57, 1.12)
2. Prostate cancer 0.99 (0.89, 1.10)
3. Obesity 1.01 (0.71, 1.44)
4. Glucose 0.85 (0.54, 1.33)
5. Breastfeeding 1.10 (0.70, 1.75)
6. Depression 1.11 (0.89, 1.39)
7. Cardiac radiation therapy Not estimable
Total (95% confidence interval) 0.99 (0.91, 1.08)

Heterogeneity: Tau2 5 0.00; Chi2 5 3.28, df 5 5 (P 5 0.66); I2 5 0%.
Test for overall effect: Z 5 0.19 (P 5 0.85).
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